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CURRICULUM VITAE - 2013
Mehmet Sahinoglu, PhD (1981)

SDPS Fellow (02) www.sdpsnet.org, IEEE Senior Member ("93) www.ieee.orq, ISI Elected Member ("95) www.isi-web.org

Founding Director, Informatics Institute
Founder Chairperson of Cybersystems and Information Security
M. S. Graduate Degree Program

www. aum. edu/csis
Auburn University, Montgomery, AL 36124-4023, USA

Contact Information
Auburn University Montgomery, Mail: P.O. Box 244023Montgomery, AL 36124-4023, USA (Office: 601-603 Library)

Home Address: 7542 Mossy Oak Dr. Montgomery AL 36117-5606
E-Mail: msahinog@aum.edu (university); msahinog@bellsouth.net (private)

Phone: (334) 244-3769
Fax: (334) 244-3127
Cell: (334) 538-5445

RESEARCH AND TEACHING INTERESTS

Research Interests: Cybersystems and Information Security/Privacy Risk Assessment & Management,
Trustworthy Computing, Software Reliability Modeling and Network Metrics, Cost-Effective Testing
(Stopping Rule Algorithms), Electric Power Systems Reliability Estimation, Applied (Engineering) and
Mathematical Statistics, Built-in-Self-Testing (BIST), Computational Statistics, Computational Simulation
(Monte Carlo and Discrete Event), Cloud Computing, Information Assurance. Please see publications, etc.
Teaching Interests: Please see the courses instructed.

| L]

Author of Textbook titled: “Trustworthy Computing: Analytical and Quantitative Engineering
Evaluation, CD ROM included, John Wiley (2007)

New Text Book Proposal by NovaPublishers (2013); Title: New Metrics in Cyber Security and
Information Risk Assessment and Management with Multidisciplinary Theme Applications (working process)

Associate Editor with the International Journal of Computers, Information Technology and
Engineering (IJCITAE) since 2007

Reviewer with IEEE Trans. Software Engineering, CAD, IEEE Reliability, IEEE Computer
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EDUCATIONAL HISTORY

Diploma (High School), Orchard Park Central High School, N.Y, USA, 1969

B.S. (Electrical &Computer Engineering) Middle East Technical University (M.E.T.U.) Ankara,
Turkey, 1973

M.S. (Electrical Engineering) Institute of Science and Technology University of Manchester
(UMIST) Manchester, England, 1975

Ph.D. (Electrical/Computer Engineering & Statistics, jointly) Texas A&M University, College Station,
Texas, USA, 1981

PROFESSIONAL HISTORY

Certified Electrical Engineer Turkish Electricity Authority, Ankara- Turkey 1973-76

Teaching Assistant Dept. of Applied Statistics, M.E.T.U, Ankara 1976-77
Graduate Research and Teaching[Dept. of Electr.& Computer Eng. (GRA) and 1978-81
Assistant Institute of Statistics (GSA) at Texas A&M
University, College Station, Texas
Instructor Dept. of Applied Statistics, M.E.T.U., Ankara 1981-82
Assistant Professor Dept. of Applied Statistics, M.E.T.U., Ankara 1982-84
IAssociate Professor Dept. of Applied Statistics, M.E.T.U., Ankara 1984-89
Visiting Associate Professor Depts. of Statistics and Computer Science, 1989-90
(CIS Fulbright Scholar) Purdue University
Software-Reliability Consultant  |Ministry of Defense, TAFICS Project 1990-92
Professor Dept. of Applied Statistics & Comp., M.E.T.U.,| 1990-92
Ankara
Electric Power Reliability Chief- [Turkish Electricity Authority (TEK), Ankara 1982-97

Analyst and Consultant Engineer




Coordinator, Distinguished
Professor

Information Security M.S. Degree Program,
Auburn University at Montgomery (in the

Auburn University System)

Founder and Dean College of Science & Arts, Dokuz Eylul 1992-95
University, 1zmir, Turkey
Founder and Head Dept. of Computational Statistics and 1992-97
Quantitative Sciences, Dokuz Eylul University,
Izmir, Turkey
Visiting Professor Purdue University, jointly with 1997-98
(NATO-TUBITAK Fellow) Dept. of Statistics/Computer Science
\Visiting Professor Case Western Reserve University, jointly with 1998-99
Dept. of Statistics/EECS (Electr. Eng. and
Computer Science)
Professor (tenured), ACHE Troy State University Montgomery 1999 - 2008
Eminent Scholar- Endowed Department of Computer & Information
Chair, Department Chair, Science (as of 2005, Computer Science) Resigned as
Member of Deans' Council Dept. Chair
Feb. 2007
Founder Director and Program |Informatics Institute, Cyberystems and August 2008-

SCHOLARSHIPS, AWARDS AND HONORS, AND
PROFESSIONAL MEMBERSHIPS

1. NATO Essay Contest National/Int’l Winner, April 1-8, 1967, Prize week to Paris by
SHAPE/NATO, France.

2. AFS Scholarship, 1968-69, High School Senior, Orchard Park, N.Y.

award, 1971.

3. Polymetron — Zellweger, 1971, Switzerland’s electronics summer-internship (practicum)

4. 1ASTE Summer Internship Stipendium electrical and electronics engineering summer-
internship (practicum), summer 1972, Siemens, Nurnberg and Erlangen, Germany.

5. Borsa (Fellowship) del Centro di Studi Italiani, Linguistics Award, Summer 1974,
L'universita di Siena, Italy.

6. The British Council Scholarship, 1974-75, M.S. in Elec. Eng. at the Victoria Univ. of
Manchester, Inst. of Science & Technology, Manchester England.

7. Ambassade de France,1989, Summer Research and Linguistics Award, Univ. de Grenaoble,
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France.

Fulbright Scholarship, 1989-90, Purdue University, Statistics & Computer Science.

TUBITAK (Turkish Scientific Technical Research Council) Research Scholarship Grant,
1992-94, Software Testing on MOTHRA - Automated Testing Tool in cooperation with SERC-
Purdue University.

10.

Salzburg Seminar, Austria, May 1-15, 1993, Sasakawa Young Leaders Fellowship Program
Award on G3 (Europe, Japan, and North America): New World Order.

11.

IEEE Senior Member Award, 1993. On advances in Computer Software and Hardware
Reliability.

12.

ISI (International Statistical Institute) Elected Member, 1995, for international services
(organized 3. IASC: Int’l Assoc. Stat. Computing - Summer School in 1zmir Turkey)

13.

TUBITAK NATO Fellowship Award (1997-98) for research on Software Reliability at Purdue
University’s Computer Science and Statistics Departments.

14.

Elected to be the first Eminent Scholar of Computer and Information Science at Troy State
University Montgomery, AL, 1999.

15.

Recipient of the Extraordinary Alien Scientist by INS, US Gov’t, 2000.

16.

Recipient of "SDPS Fellow" grade and plaque at http://www.sdpsnet.org presented in June
2002 at IDPT2002 / SDPS in Pasadena, California.

17.

Redmond Washington Meeting April 2006. One of the 14 Winners of TCC in the World
Microsoft Grant Competition among 114 contestants.
http://research.microsoft.com/ur/us/fundingopps/RFPs/TWC_Curriculum_2005 RFP_Award
s.aspx; also see www.areslimted.com for Trustworthy Curriculum Microsoft report.

18.

Recipient of “Software engineering Society Excellence in Leadership” award and plaque “In
Recognition of meritorious leadership and commitment to both SDPS http://www.sdpsnet.org
and SES since their founding. Presented at the Twelfth Transdisciplinary Conference-
Workshop on Integrated Design and Process Science: Informatics and Cyberspace.”
Montgomery Alabama November 20009.

19.

First Place - Most Accessed WIREs (Wiley Interdisciplinary Review Series) article for two
consecutive years 2010-12 for the article titled “CLOUD Computing™, Vol. 3.1. Co-authored
with Luis Cueva-Parra from AUM’s Math/CS Option. See last page of this CV document on
p. 54.

20.

Certification of the AUM/Cyberystems and Information Security program by the Committee
on National Security Systems and The National Security Agency for ““Information Systems
Security Professionals, NSTISSI No: 4011 for June 2013 — June 2018 See page 51-52 or
www.aum.edu/csis.
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Professional Memberships: 1) Member of ASA (Amer. Stat. Assoc.) since 1980, ASA-AL Chapter
President (2002-03) 2) Elected Fellow of ISI (International Statistical Institute) and Member of IASC
(Intern. Assoc. of Stat. Computing) since 1987 3) Member of EMO (Professional Electrical Engineers
of Ankara, Turkey) since 1973 4) Alumni Members of METU-Ankara since 1973, UMIST-UK (since
1975) and Texas A & M U. since 1981 5) Member of Education and Head of Research/Development
subcommittees, MACC (Montgomery Area Chamber of Commerce) since 1999 6) Elected Fellow
SDPS (Soc. for Design and Process Science), TX since 2000 7) Member of AFCEA (Armed Forces
Communications and Electronics Association) since 2002 8) Member of the World Energy Council
(WEC) since 1999 9) Member of ASQ (Amer. Society of Quality) since 2007 10) Member of AMC
(2000-2007) 11) Lifetime Member of Cambridge’s Who’s Who’08 12) Member of ISSA (Information
Systems Security Association) since 2013

REFEREED JOURNAL PUBLICATIONS, BOOKS AND
BOOK CHAPTERS

1. Patton A.D., Singh, C., Sahinoglu M., “Operating Considerations in Generation Reliability Modeling —
Analytical Approach,” IEEE Transactions on Power, Apparatus, and Systems (PAS), Vol. 102, pp. 2656-
2663, May 1981.

2. Sahinoglu, M., Longnecker, M.T., Ringer, L.J., Singh, C., Ayoub, A.K. (1983); “Probability Distribution
Function for Generation Reliability Indices-Analytical Approach,” IEEE Transactions on Power,
Apparatus, and Systems (PAS), Vol. 104, pp. 1486-1493, June 1983.

3. Sahinoglu M., “ On central limit theory for statistically non-independent and non-identical
variables”, Journal for M.E.T.U. Studies in Development, Applied Statistics Special Volume,
Ankara, ISSN 0907-0816, , pp. 69-88, 1982.

4. Sahinoglu, M., Gebizlioglu, O.L. “Exact PMF Estimation of System Indices in a Boundary -Crossing
Problem,””Commun. Fac. Sci. Univ. of Ankara, Series A;, ISSN 0251-087, Vol. 36, No.2, pp. 115-121,
1987.

5. Sahinoglu, M., “The Limit of Sum of Markov Bernoulli Variables in System Reliability Estimation,”
IEEE Transactions on Reliability, Vol. 39, pp. 46-50, April 1990.

6. Sahinoglu, M., “Compound-Poisson Software Reliability Model,”” IEEE Transactions on Software
Engineering, Vol. 18, pp. 624-630, July 1992.

7. Sahinoglu, M., Selcuk, A. S., “Application of Monte Carlo Simulation Method for the Estimation of
Reliability Indices in Electric Power Generation Systems,” TUBITAK Doga-Tr., Turkish Journal of
Engineering and Environmental Sciences, ISSN 1010-7606, Vol. 17, pp. 157-163, 1993.

8. Randolph, P., Sahinoglu, M., “A Stopping Rule for a Compound Poisson Variable,” J. Applied
Stochastic Models and Data Analysis, ISSN 8755-0024, Vol. 11, pp. 135-143, June 1995.

9. Sahinoglu, M., “Alternative Parameter Estimation Methods for the Compound Poisson Software
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Reliability Model with Clustered Failure Data,” Journal of Software Testing Reliability and Verification
(STVR), ISSN 0960-0833, Vol. 17, pp. 35-57, March 1997.

10.

Sahinoglu, M., Capar, S., Deely, J., “Stochastic Bayesian Measures to Compare Forecast Accuracy of
Software Reliability Models,” IEEE Transactions on Reliability, Vol. 50, pp. 92-97, March 2001.

11.

Sahinoglu, M, Bayrak, C., Cummings T., ““A Study of High Assurance Software Testing in Business and
DoD,” Transactions of the SDPS, Journal of Integrated Design and Process Science, ISSN: 1092-0617,
Vol. 6, pp. 107-114, June 2002.

12.

Sahinoglu M., “An Empirical Bayesian Stopping Rule in Testing and Verification of Behavioral
Models™, IEEE Transactions on Instrumentation and Measurement, VVol. 52, No. 5, pp. 1428-1443,
October 2003.

13.

Das S. R., Sudarma M., Assaf M. H., Petriu E., Jone W. B. and Sahinoglu M., “Parity bit signature in
response data compaction and built-in self-testing of VLSI circuits with nonexhaustive test sets,”” IEEE
Transactions on Instrumentation and Measurement, Vol. 52, No. 5, pp. 1363-1380, October 2003 .

14.

Das S. R, Petriu E., Assaf M. H. and Sahinoglu M., ““Aliasing-Free Compaction in testing Cores-Based
System-on —Chip (SOC), Using Compatibility of Response data Outputs,”” Transactions of the SDPS,
Vol. 8, No.1, pp. 1-17 March 2004.

15.

Sahinoglu M., Libby D., Das S. R., ““Measuring Availability Indices with Small Samples for
Component and Network Reliability using the Sahinoglu-Libby Probability Model,”” IEEE
Transactions on Instrumentation and Measurement, Vol. 54, No.3, pp. 1283-1295, June 2005.

16.

Sahinoglu M., Ramamoorthy C.V., “RBD Tools Using Compression and Hybrid Techniques to
Code, Decode and Compute s-t Reliability in Simple and Complex Networks™, IEEE
Transactions on Instrumentation and Measurement, Special Guest Edition on Testing, Vol. 54,
No.3, pp.1789-1799, Oct. 2005.

17.

Das S. R., Ramamoorthy C. V., Assaf M., Petriu E., Jone W. B., and Sahinoglu M., ““Revisiting
Response Compaction in Space for Full Scan Circuits With Non-exhaustive Test Sets Using
Concept of Sequence Characterization,” IEEE Transactions on Instrumentation and
Measurement, Vol. 54, No. 5, pp. 1662-1677, Oct. 2005.

18.

Das S. R., Assaf M., Petriu E., Jone W. B., and Sahinoglu M., ““Fault simulation and response
compaction in full-scan circuits using HOPE,” IEEE Transactions on Instrumentation and
Measurement, Vol. 54, No. 3, pp.2310-2328, Dec. 2005.

19.

Sahinoglu M., ““Security Meter- A Practical Decision Tree Model to Quantify Risk,” IEEE
Security and Privacy Magazine, Vol. 3, No. 3, pp.18-24 April/May 2005.

20.

Das S. R., Zakizadeh J., Biswas S., Assaf M. H., Nayak A. R., Petriu E. M.,Jone W-B. and
Sahinoglu M., Testing analog and mixed-signal circuits with built-in hardware — new
approach, IEEE Transactions on Instrumentation and Measurement, VVol. 56, No. 3 pp. 840-855,
June 2007.

21. Sahinoglu M., Trustworthy Computing: Analytical and Quantitative Engineering Evaluation,

John Wiley & Sons, Inc., Hoboken, N. J., pp. 1-320, ISBN 9780470085127, Library of
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Congress: QA76.9.A25 5249 2007.

22,

Sahinoglu M., Trustworthy Computing: Analytical and Quantitative Engineering Evaluation,
John Wiley & Sons, Inc., Hoboken, N. J., CD ROM, Library of Congress: QA76.9.A25 S249
2007.

23.

Sahinoglu M., Exercise Solutions Manual to Trustworthy Computing: Analytical and
Quantitative Engineering Evaluation with CD ROM, John Wiley& Sons, Inc., Hoboken, N. J.,
pp.1-280, 2008. NOTE: This computational intensive solution manual is an integral
educational supplement to the J Wiley textbook for classroom use by the instructor for in-depth
applications of its contents; www.areslimited.com

24.

Sahinoglu M., An Input-Output Measurable Design for the Security Meter Model to Quantify
and Manage Software Security Risk, IEEE Transactions on Instrumentation and Measurement,
Vol. 57, No. 6, pp. 1251-1260, June 2008.

25.

Sahinoglu M., Rice B, Tyson D, “An Analytical Exact RBD Method to Calculate s-t Reliability
in Complex Networks™, IJCITAE - International Journal of Computers, Information Technology
and Engineering ISSN: 0973-743X, Vol. 2, No.2, pp. 95-104, July-December 2008.

26.

Sahinoglu M., ““Can We Quantitatively Assess and Manage the Risk of Software Privacy
Breaches™, IJCITAE — International Journal of Computers, Information Technology and
Engineering ISSN: 0973-743X, Vol. 3, No 2, pp.189-191, July-December 2009.

217.

Das S. R., Hossain A., Assaf M. H., Petriu E. M., Sahinoglu M. and Wen-Ben Jone., On a new
graph theory approach to designing zero-aliasing space compressors for built-in self-testing,
IEEE Transactions on Instrumentation and Measurement, Vol. 57, No. 10, pp. 2146-2168,
October 2008.

28.

Sahinoglu M., Rice B., “Network Reliability Evaluation”, Invited Author Contributor for Wiley
Interdisciplinary Reviews: Computational Statistics, New Jersey, Vol. 2 Issue 2, pp. 189-211,
March/April 2010.

29.

Sahinoglu M., Cueva-Parra L., “CLOUD Computing,” Invited Author (Advanced Review) for
Wiley Interdisciplinary Reviews: Computational Statistics, New Jersey, Ed.-in-Chief: E. Wegman,
Yasmin H. Said, D. W. Scott, Vol. 3, Number 1, pp. 47-68, March 2011.

http://authorservices.wiley.com/bauthor/onlineLibraryTPS.asp?D0I=10.1002/wics.139&ArticlelD=77192
1

30.

Sahinoglu M., Y.-L. Yuan, D. Banks, “Validation of a Security and Privacy Risk Metric Using Triple
Uniform Product Rule,” IICITAE - International Journal of Computers, Information Technology
and Engineering, Vol. 4, Issue 2, pp. 125-135, December 2010.

31.

Sahinoglu M., “Cybersystems and Information Security: Master of Science Program at Auburn
University Montgomery,” GSTF International Journal on Computing, pp. 71-76, Vol. 1, No.3
August 2011.

32.

Sahinoglu M., Simmons S.J., Matis J.H, “Cost-Effective Security Testing of Cybersystems
Using Combined LGCP: Logistic-Growth Compound-Poisson,” 1JCITAE - International
Journal of Computers, Information Technology and Engineering, Vol. 5, Issue 2, Dec. 2011.
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33. Sahinoglu M., Cueva-Parra L., Ang D., “Game-theoretic computing in risk analysis”, WIREs
Comput. Stat 2012, doi: 10.1002/wics, 1205, 2012.

http://authorservices.wiley.com/bauthor/onlineLibraryTPS.asp?D0O1=10.1002/wics.1205&ArticlelD=96
1931

34. Sahinoglu M., Simmons S. J., Cahoon L., "Ecological Risk-O-Meter:A Risk Assessor and
Manager Software for Decision-Making in Ecosystems,” Submitted on 4/30/2102 as an
Invitational paper to a special "Environmental Risk Assessment™ issue of Environmetrics and
accepted on October 27, 2012.(wileyonlinelibtraray.com) DOI: 10.1002/env.2186.

Environmetrics 2012: 23: 729-737.
http://www.aum.edu/UR_Media/NandH/13nandh/130107/http___authorservices.wiley.com_bauthor_onlineLibraryTPS.asp_DOI=10.1002_env.

pdf

35. Sahinoglu M., Akkaya A. D., Ang D., “Can We Assess and Monitor Privacy and Security Risk
for Social Networks,” (ELSEVIER) The 2012 International Summer Conference on Asia Pacific
Business Innovation & Technology Management, at First World Hotel, Genting, Kuala Lumpur,
Malaysia; Theme: “Green Business Innovation & Technology Management, Parallel Session
Group M1- Technology/Human Resource Management, July 1 — 3, 2012. Full paper in Elsevier
PROCEDIA indexed by Science Direct and Scopus: Procedia - Social and Behavioral
Sciences 57 (2012) 163 — 169 http://www.sciencedirect.com/science/journal/18770428/57.

36. Sahinoglu M., CLOUD Computing Risk Assessment and Management, Book (Risk Assessment
and Management) Chapter, Academy Publish, November 2012.
http://www.academypublish.org/book/show/title/risk-assessment-and-management

37. Sahinoglu M., Cueva-Parra L., Simmons Susan J., "Software Assurance Testing Before
Releasing Cloud for Business- A Case Study on a Supercomputing Grid (Xsede)”, IJCITAE —
International Journal of Computers, Information Technology and Engineering, Vol. 6, Issue 2,
pp. 73-81, December 2012.

38. Sahinoglu M., Akkaya Aysen D., "Are Social Networks Risky? Assessing and Mitigating Risk™ in
Significance, the bimonthly magazine and website of the Royal Statistical Society and the
American Statistical Association, July 2012.

39. Sahinoglu M., Ganguly S., Morton S., Samelo E., “A New Metric for Usability in Trustworthy
Computing  of Cybersystems™ in Significance, the bimonthly magazine and website of the
Royal Statistical Society and the American Statistical Association, July 2012.

40. Sahinoglu M., Akkaya A., Ang D., “Can We Assess and Monitor Privacy and Security Risk for
Social Networks?”’, Procedia Social and Behavioral Sciences available on line at
www.sciencedirect.com © 2012 Published by Elsevier Ltd.Selection and/or peer-review under
responsibility of the Asia Pacific Business Innovation and Technology Management Society (APBITM).

41. Sahinoglu M., "The modeling and simulation in engineering,” Invitational Overview article for
WIREs (Wiley Interdisciplinary Review Series), WIREs Comput. Stat 2013, p: 239-266
Doi:10.1002/wics 1254, April 2013.
http://www.aum.edu/UR_Media/NandH/13nandh/130429/Sahinoglu_WICS1254 _article.pdf

42. Sahinoglu M., Wool K., “Risk Assessment and Management to Estimate and Improve Hospital
Credibility Score of a Patient Health Care Quality””, Book Chapter (Society of Design and
Process Science - In Development (Sept/Oct 2012): Cyber physical Systems of the Future:
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Transdisciplinary Convergence in the 21st Century, Editors: Sang Suh et al., to be published in
August 2013 by Springer publishing, contracted ‘Applied Cyber Physical Systems’.
http://www.springer.com/computer/information+systems+and-+applications/book/978-1-4614-7335-0

43.

Sahinoglu M., Marghitu D., Cueva-Parra L.,*“Analytical and Simulation Study of Operational Variations
in Onshore Land Oil-Drilling Rigs for Risk Assessment and Mitigation™, submitted to Advances in
Security Information Management: Perceptions and Outcomes, Novapublishers Book Chapter at
www.novapublishers.com; March 2013.

44,

Sahinoglu M., Samelo Erman, Morton S., “Hospital Healthcare Satisfaction Risk Assessment and
Management using an Automated Risk-O-Meter Software with a Game Theoretic Algorithm — A
Quantitative Case Study (2013) in Alabama USA”, submitted to ‘Biomedical and Health
Informatics’ for Informatics, Volume 1, Issue 1, June 2013.
http://www.mdpi.com/journal/informatics/special_issues/medical_cloud

45.

Sahinoglu M., Kramer W., “How to Increase the ROI of a Software Development Lifecycle by
Managing the Risk using Monte Carlo and Discrete Event Simulation,” Submitted to International
Journal of Software Engineering and Its Applications (1JSEIA)
http://www.sersc.org/journals/IJSEIA/, July 2013.

46.

Sahinoglu M. Hamilton J, Morton S., *“A Case Study on Digital Forensic Crime Risk using an
Automated Software”, submitted August 2013 to http://jidps.rndsphere.com Journal of
Integrated Design and Science.

47.

Sahinoglu .M, Morton S., Vasudev P, Pelkey J., Kelsoe C., Stockton S., Kramer W.,”” Airport
Security and Satisfaction Risk Assessment - Management using Cost Factors,”, submitted
(August 2013) to IJCITAE — International Journal of Computers, Information Technology and
Engineering for Vol. 7, Issue 2 December 2013.

10



http://www.springer.com/computer/information+systems+and+applications/book/978-1-4614-7335-0�
http://www.mdpi.com/journal/informatics/special_issues/medical_cloud�
http://www.sersc.org/journals/IJSEIA/�
http://jidps.rndsphere.com/�

CONFERENCES and COLLOQUIA ORGANIZED

. Organizing Committee Chair and Academic Comm. Co-Chair, ISI/IASC/ERS; International
Summer School on Model Choice and Design of Experiments- Computational Software Aspects

and Practical Applications, 10-23 September, 1995, Izmir-Turkey.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's First CIS
Symposium (3 days-20 speakers) and Colloquium on Information technology ; Keynote
Speakers: Prof. C. V. Ramamoorthy, U Cal-Berkeley, Prof. C. Syzgenda, UAB-Birmingham,
Prof. M. Tanik, UAB-Birmingham), April 24-25-26, 2000, Montgomery AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Second CIS
Colloquium on Information technology ; Keynote Speaker: Prof. E. P. Spafford, Purdue Univ.,
W. Lafayatte, IN; Feb. 27-28, 2001, Montgomery AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Third CIS
Colloguium on Information technology ; Keynote Speaker: Prof. N. Schneidewind, NPS (Naval
Postgrad. School), Monterrey, Calif.; April 1-2, 2003, Montgomery AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Fourth CIS
Colloqguium on Information technology ; Keynote Speaker: Dr. John Peterson, Retired NASA

Software Exec. Manager, Pasadena, California; Feb. 3-4, 2003, Montgomery AL.

. ASA-Alabama Chapter President’s Annual Speaker Event; Speaker: Distinguished Professor
Alice Smith, Head-Industrial Engineering, Auburn University, Jan. 17, 2003, TSUM,
Montgomery, AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Fifth CIS
Colloquium on Information technology ; Keynote Speaker: Dr. Raymond Paul, IC*Technical
Director, Office of the Assistant Secretary of Defense, Networks and Information and Integration,
Washington D.C., Feb. 2-3, 2004, Montgomery, AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Sixth CIS
Colloguium on Information technology ; Keynote Speaker: Dr. C. V. Ramamoorthy, IEEE Life

Fellow, Distinguished Professor, Feb. 7-8 , 2005, Montgomery, AL.
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Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Seventh CIS
Colloquium on Information technology ; Keynote Speaker: Dr. Alec Yasinsac, Assoc. Professor,
Florida State University, Feb. 7-8, 2006, Montgomery, AL.

10.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Eighth CIS
Colloquium on Information technology ; Keynote Speaker: Dr. Jeff Gray, Assoc. Professor,

University of Alabama at Birmingham, April 3, 2007, Montgomery, AL.

11.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Ninth CIS
Colloquium on Information technology ; Keynote Speaker: Dr. David Banks, Professor, Duke

University, April 7, 2008, Montgomery, AL.

12.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Ninth CIS
Colloquium (cont’d) on Information technology ; Keynote Speaker: Dr. James Cross, Professor,
Auburn University, April 28 , 2008, Montgomery, AL.

13.

Organizing Comm. Co-Chair of the SDPS/AUM Workshop and Conference on Informatics and
Cyber-Space, Keynote Speakers: Oktay Sinanoglu (Yale), David Gibson (U of Texas), J.V.
Ramamoorthy (U of Cal. Berkeley), Vir Phoha (La Tech), James Joshi (U of Pittsburgh), Stephen
Goldshy (ICS Inc.), Greg Garcia (754" electronic Wing, Maxwell-Gunter AFB); Nov.1-5, 2010.
http://www.aum.edu/uploadedFiles/Academics/Informatics_Institute/SDPSWorkshopflyer09-

2.pdf=
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INVITED ACADEMIC MEETINGS and NPR RADIO INTERVIEWS

IT COLLOQUIUM HONORARY SPEAKERS INVITED (2000- 2013)

YEAR SPEAKER AFFILIATION
2000 | Prof. C.V. Ramamoorthy IEEE Life Fellow
University of California, Berkeley
2001 | Prof. E.H. Spafford IEEE &ACM Fellow
Purdue University, Indiana Presidential Advisor to
B.Clinton and G.W. Bush
2002 | Prof. Norman Schneidewind IEEE Fellow,
Naval Postgraduate School, Monterrey, Congressional Fellow
California
2003 | Mr. John Peterson Marslander
Ret. NASA / JPL / California Project Manager
2004 | Dr. Raymond Paul IEEE Fellow, DOD Deputy
Pentagon / Washington, D.C. under Secretary
2005 | Prof. C.V. Ramamoorthy IEEE Life Fellow, Founder of
University of California, Berkeley IEEE Trans. SWE
2006 | Ass. Prof. Alec Yasinsac FSU — SAIT LAB
Florida State University Tallahassee Founder & Director
2007 | Assoc. Prof. Jeff Gray IEEE Comp. Society Pres.
University of Alabama at Birmingham of State of Alabama
Prof. David Banks ASA Journal Coordinating
2008 | Duke University Editor and Member of
Board of Directors, ASA
Chair of the Defense and
National Security
2008 | Prof. James Cross Professor Chair, Co-
Auburn University inventor of JGRASP
programming language
2009 | http://sciences.aum.edu/departments/informatics- | SDPS International
institute/sdps-transdisciplinary-conference Conference on Cyberspace
and Cybersecurity
(www.sdpsnet.org)

1.

Compound Poisson density estimation of the number of software failures. First Kickoff Workshop

Conference on Software Reliability Engineering, Washington DC, 1990.

Academic-professional training of statisticians and industry-university relations. 111 Harma

Meeting of Design of Experiments and Statistical Education; Proceeding of Design of Exp. and

Stat. Education pp. 216-228, Cordoba, Spain, 1994.

Statistical measures to evaluate and compare predictive quality of software reliability estimation
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methods. IP-46, 51st Session of the ISI, Istanbul, Turkey, 1997.

Bayesian measures to compare predictive quality of software reliability estimation methods
(1998), invited session on software reliability, International Conference on Reliability and
Survival Analysis, NIU, DeKalb, IL, May 21-24, 1998.

Is your Computer Working? Radio Interview on National Public Radio (NPR), Montgomery, AL,
Oct 14, 2000.

Empirical Bayesian Availability Index of Safety and Time Critical Software Systems with
Corrective Maintenance., The University of Alabama, Electrical and Computer Engineering

Department, International Seminar Series, Birmingham, Alabama, October 27, 1999.

A Software Stopping Rule Algorithm for Industry to Save Time and Effort? RST (Reliable
Software Technologies), Washington D.C., Nov 19, 2000.

Testing International Waters? Radio Interview on National Public Radio (NPR), Montgomery, AL,
Dec. 31, 2000.

Rapid Response Research and Development Pool (R3DP), Montgomery Area Chamber of
Commerce (MACC), April 4, 2000.

10.

Impacts of AOL and Time -Warner Merger on Cyber-World? Radio Interview on National Public
Radio (NPR), Montgomery, AL, April 4, 2000.

11.

Panel Organizer: IT Education: Challenges and Solutions for 21st Century, CIS Colloquium on
IT, April 24, 2000.

12.

The New Trends in Information technology, jointly with Prof. C.V. Ramamoorthy; Radio Interview
on National Public Radio (NPR), Montgomery, AL, April 25, 2000.

13.

Panel Organizer and Chair, Panel Topic: The Impact of Software Quality and Reliability in 21st
Century, IDPT2000, Dallas, June 4-8, 2000.

14.

Achieving the Quality of Verification for Behavioral Models with Minimum Effort, Bldg. 892,
Auditorium, SSG/MST Gunter AFB, Montgomery AL, and April 7, 2000.

15.

Reliability Index Calculations of Integrated Software Systems (Internet) for Insufficient Failure
and Recovery Data using Sahinoglu-Libby PDF, The First Biennial International Conference on
Advances in Information Systems, ADVI1S'2000, Dokuz Eylul University, Dept. of Computer
Engineering, Izmir-Turkey, Oct. 25-31, 2000.

16.

Invited Panelist in the panel:" Testing in High Assurance Systems Engineering™ and Session
Chair, HASE’00, Albuquerque, NM, Nov. 2000.

17.

Has Internet been on your mind? NPR (National Public Radio) Interview with Carolyn Hutcheson

January, 2001.
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18.

On Internet Security Seminar by Former Pres. Advisor, Prof. E. Spafford, Purdue U. with S.
Goldsby, CEO, ICS, NPR (National Public Radio)Interview with Carolyn Hutcheson Feb. 2001.

19.

Honorarium Speaker at SDPS IDPT Conference in Pasadena, Cal., June 2001.

20.

On Software Reliability with Prof. N. Schneidewind, NPS (Naval Postgraduate School), IEEE
Reliability Engineer Year 2001, NPR (National Public Radio) Interview with Carolyn Hutcheson
Apr. 2, 2002.

21.

On “*Power Generation Reliability Estimation and Planning- A Case Study in Turkish
Interconnected System”, a slide presentation invited by Tom Newdome, Scott Thurman et. al. of

Alabama Power Company in Montgomery, April 2002

22.

On Software Testing, a series of invited presentations at Ankara University, Ankara and DEU,
Izmir, July 2002.

23.

On Algorithms, invited to be the Session Chair at MSE2002, Multimedia System Engineering,
Newport Beach, Ca., December 2002.

24,

On Software Management and NASA Statistics with John Peterson, NPR (National Public Radio)
Interview with Carolyn Hutcheson, Feb.3, 2003.

25.

On “*An Exact Reliability Block Diagram Calculation Tool to design Very Complex Systems”,
Invited Honorary Speaker, 1*ACIS International Conference on Software Engineering, Research
and Applications (SERA’03), San Francisco, June 25-27, 2003.

26.

217.

On “The Future of Computer Software Systems’ with Dr. Raymond Paul, DoD , NPR (National
Public Radio) Interview with Carolyn Hutcheson, Feb. 2, 2004.
Keynote, 1GS2004, International Statistics Days; Izmir-Turkey (May 2004)

28.

On “The Evolution of the Reliability of Cyber-Systems™ with Dr. C. V. Ramamoorthy, NPR
(National Public Radio) Interview with Carolyn Hutcheson, Feb. 3, 2005.

29.

On ““Security Aware Software™, with Dr. A. Yasinsac, NPR (National Public Radio) Interview with
Carolyn Hutcheson, Feb. 7, 2006.

30.

On “Automating Software Evolution through Model-Driven Engineering™, with Dr. J. Gray, NPR
(National Public Radio) Interview with Carolyn Hutcheson, April 3, 2007.

31.

On ““Applications in Adversarial Risk Analysis™, with Dr. D. Banks, NPR (National Public Radio)
Interview with Carolyn Hutcheson, March 28, 2008.

32.

Invited Keynote Speaker on’’Availability Analysis in Components and Networks™ during 1GS04
held in Pine Bay resort in Kusadasi /Izmir/ Turkey, May 20-27, 2004.

33.

Invited to Microsoft’s HQ in Redmond Washington to attend ““Trustworthy Computing Days™ as
one if its 14 global scholars, April 7-8, 2006.
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34.

Invited to present a Book-Tutorial on the J. Wiley “Trustworthy Computing™ at IDPT-2006, San
Diego, California, and June 23-29, 2006.

35.

Invited keynote speaker by Yonsei University at the Korean Digital Society’s Seminar (DI1-06) on
Security and Privacy, Seoul, S. Korea, Nov. 15, 2006.

36.

Invited speaker at U-Mass in Amherst, MA on Security and Privacy, Dec. 8, 2006.

37.

Invited speaker at UAB’s CIS Dept. in Birmingham, AL on Security and Privacy, Dec. 1, 2006.

38.

Invited distinguished speaker at IV International Conference on Systems Integration (ICSI1°07)
held in Brasilia, Brazil, 2-5 December 2007.

39.

Invited Speaker to INTERFACE/SAMSI by Duke University, May 22-24, 2008.

40.

Invited distinguished speaker at IV International Conference on Systems Integration (ICSI1°08)
held in Brasilia, Brazil, 9-11 November 2008.

41.

Invited Discussant Speaker, Risk Section of the JSM (Joint Stat Meetings), Denver, CO;
Aug. 3-8, 2008.

42.

Invited Speaker, “Quantitative Risk Assessment of Software Security and Privacy, and Risk
Management with Game Theory””, CERIAS/Purdue University Annual Symposium Seminars, Feb
11, 20009.

43.

Invited Discussion Paper Presenter on “Adversarial Risk Analysis, Influence Diagram, and Auctions’ by
Jesus Rios, David Rios and David Banks; “Adversarial Risk Analysis Counterterrorism’ by David Banks
and Bernard Harris; and ““A Framework for Adversarial Risk Analysis™ by Nozer D. Singpurwalla and
Anna Gordon, The 57" Session of the International Statistical Institute (1S109): Adversarial Risk Analysis —
IPM 95, Aug 20, 20009.

44,

Invited Speaker and Invited Session Organizer, Session Title: Statistical Risk Assessment of Trustworthy

Computing, ISI Risk Meetings, Dublin-Ireland, August 2011.

45.

M. Sahinoglu, "Cloud Meter, A Risk Assessment and Mitigation Tool," Cyber Security Training
Conference (CSCT), Colorado Springs, August 1-2, 2012.

46.

M. Sahinoglu, Kenneth Wool, "RISK ASSESSMENT AND MANAGEMENT TO ESTIMATE
HOSPITAL CREDIBILITY SCORE OF PATIENT HEALTH CARE QUALITY," ISSA (Information
Systems Security Association) Montgomery Chapter Monthly Meeting, Baptist Medical Center
East, Monday, August 20, 2012 11:00 AM-11:30PM .

47.

M. Sahinoglu, "QUANTITATIVE CYBER-SECURITY AND PRIVACY RISK ASSESSMENT FOR
QUALITY IMPROVEMENT OF HEALTH CARE IT IN THE ALABAMA DEPARTMENT OF
PUBLIC HEALTH JURISDICTION AREA," ISSA (Information Systems Security Association)
Montgomery Chapter Monthly Meeting, Baptist Medical Center East, Monday, August 20, 2012
11:30 AM-12:00PM, Montgomery, AL.
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48. M. Sahinoglu, “Cybersecurity Risk Preventions and Metrics- A Case Study for the Implementation
of the Quantitative Security Risk Meter to Personal Computers™, S. James High School,

Montgomery Alabama, March 2013.

REFEREED and PRESENTED CONFERENCE PROCEEDINGS

1. M. Sahinoglu, Use of Markov Modeling and Statistical Data Analysis in Spare
Plant Assessment-Its Economic Evaluation, Proceedings for the 7th Annual
Reliability Conference on Reliability for Electric Power Industry, Madison,
Wisconsin, USA, pp. 269-278, April 1980.

2. A. K Ayoub, M. Sahinoglu, A More Realistic Reliability Index for Generating
Systems, Proceedings of Eleventh Annual Pittsburgh Conference on Modeling
and Simulation, Pittsburgh, Pennsylvania, USA, Vol.11, Part 3, pp. 851-56, May
1-2,1980.

3. C.Singh, M. Sahinoglu, On Network Methods in Transmission and Distribution
Networks, Proceedings of 8th Annual Reliability Conference on Reliability for
Electric Power Industry, Portland, Oregon, USA, pp. 183-189, April 21-23,
1981.

4. M. Sahinoglu, Implementing the Triple Product Rule in the Numerical
Integration of the Joint p.d.f. of three Random Variables in Computational
Statistics, Proceedings of Numerical Analysis Symposium, pp. 226-239, METU,
Ankara, December 23-25, 1983.

5. M. Sahinoglu, Analytical Reliability Evaluation Scheme in Large Power Systems
- An Application to Turkish Interconnected System (1992), EP/SEM.12/R.12,
Proceedings for the Seminar on Comparison of Models of Planning and
Operating Electric Power Systems, Moscow, USSR, June 1987.

6. Engin Sungur, M. Sahinoglu, Handan Dingiloglu, Stochastic Modeling for
Outage Processes, The First International Conference on Statistical Computing,
p.594, ICOSCO-1 Proceedings Volume 1: Statistical Computation, Simulation
and Modeling (Edited by E.J. Dudewicz), Cesme, Izmir, 30 March-2 April 1987.

7. M. Sahinoglu, D.Guven, E.Sungur, Comparison of Multivariate Exponential and
Normal Distributions to Estimate the Reliability of Network, Proceedings Intern.
AMSE Confer. Modeling & Simulation, Istanbul, AMSE Press, Vol.1C, pp. 211-
224, June 29-July 1, 1988.

8. M. Sahinoglu, Setup Selcuk, Estimation of Power System Reliability Indices by
Monte Carlo Simulation, Proceedings Intern. AMSE Confer. Modeling &
Simulation, Istanbul, AMSE Press, Vol.1C, pp. 225-237, June 29-July 1, 1988.

9. M. Sahinoglu, Derya Guven, The Estimation of Operating Life of a Parallel-
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Dependent Computer Network, Proceedings of the Third International
Symposium on Computer and Information Sciences, NOVA Press , pp. 527- 537,
Cesme, Izmir - Turkey, Oct. 29-Nov.2, 1988.

10.

M. Sahinoglu, Derya Guven, Reliability Estimation in K-out-of-N:G Network
with Dependent Failures, Proceedings of the International Statistical Institute,
47th Session, Book 2, pp. 291-92, Paris-France, Aug 29- Sept 6, 1989.

11.

M. Sahinoglu, Said Ebu Shaar, Ferda N. Civelek, A Statistical Expert System for
Network Reliability Estimation, Proceedings of the International Statistical
Institute, 47th Session, Book 2, pp. 293-94, Paris-France, Aug 29- Sept 6, 1989.

12.

M. Sahinoglu, Geometric Poisson Density Estimation of the Number of Software
Failures, IEEE Proceedings of the 28th Annual Reliability Spring Seminar of the
Central New England Council (Reliability Trends: Calculation versus
Application-Today and Tomorrow), The Boston Chapter Reliability Soc., pp.
149-174, April 1990.

13.

M. Sahinoglu, A Sequential Statistical Mutation- Based Testing Strategy, IEEE
Proceedings of the 28th Annual Spring Reliability Seminar of the Central New
England Council (Reliability Trends: Calculation versus Application-Today and
Tomorrow), The Boston Chapter Reliability Soc., pp. 127-149, April 1990.

14.

M. Sahinoglu, Derya Guven, Estimation of Total Operating Life in Shock
Dependent Networks, Session 72, Joint Statistical Meetings of the American
Statistical Association, Anaheim, California, USA, Aug. 6-9, 1990.

15.

M. Sahinoglu, E. H. Spafford; A Bayes Sequential Statistical Procedure for
Approving Software Products, Proceedings for the IFIP Conference on
Approving Software Products (ASP-90), Garmisch-Partenkirchen, Germany,
Sept.17-19, 1990.

16.

M. Sahinoglu, Negative Binomial (Poisson Logarithmic) Density of the Software
Failure Count, Proceedings of the Fifth International Symposium on Computer
and Information Sciences (ISCIS V), pp. 231-39, Nevsehir-Cappadocia, Turkey,
Oct 30 - Nov. 1, 1990.

17.

P. Randolph, M. Sahinoglu, A Compound Poisson Bayesian Stopping Rule for
Software Reliability, ASA Joint Stat Meetings, Atlanta, GA, USA, Session 183:
Computer Packages, Aug. 21, 1991.

18.

M. Sahinoglu, Sequential Statistical Procedures for Test-Case Adequacy in
Software Testing, 1. State Institute of Statistics (DIE) Symposium, Ankara, Nov.
1991.

19.

M. Sahinoglu, The Role of Statistics in Modern Positive Sciences and
Development, MPM (National Productivity Center) Stat - OR and CS
Applications, Ankara, pp. 1.1-1.9, 12-14 May, 1992.

20.

M. Sahinoglu, The Analysis of Survival Data, MPM (National Productivity
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Center), Ankara; pp. 6.1-6.20, 12-14 May, 1992.

21.

M. Sahinoglu, P. Randolph, An Optimal Stopping Rule for Software Reliability
Testing, Proceedings of the Engineering Systems and Design Analysis (ESDA
'92), Istanbul-Turkey, PD-Vol. 47-1, pp. 429-434, June 29-July 3 1992.

22.

M. Sahinoglu, Derya Guven, Estimation of Total Good-Operating Life in k-out-
of-N Parameter Dependent Networks, Proceedings of the Engineering Systems
and Design Analysis (ESDA '92), PD-Vol.47-1, pp. 441-445, Istanbul, Turkey,
June 29-July 3 1992.

23.

M. Sahinoglu, Ibrahim Baltaci, E.H.Spafford, Monte Carlo Simulation on
Software Mutation Test Case Adequacy, Proceedings of the 10th Symposium on
Computational Statistics, COMPSTAT 1992, Neuchatel, Switzerland, Vol. 1,
Physica-Verlag, pp. 47-52, Aug. 24-28, 1992.

24,

M. Sahinoglu, Unal Can, An Efficient Productive NLR Method for Reliability
Modeling in Software Testing, Proceeding of the Second Bellcore/Purdue
Symposium, pp. 29-38, Bellcore-Livingstone, N.J.,USA, Oct. 12-13, 1992,

25.

M. Sahinoglu, The Energy Sector and Its Future, Turkiye Ekonomi Kurumu, pp.
89-106, 1992.

26.

M. Sahinoglu, Neslihan Koc, Taguchi Squared-Loss Function vs. Absolute Loss
Function (ALF) in Quality Control for Continuous and Discrete Variables,
Proceedings of the 2nd Asian Congress on Quality and Reliability, pp. 436-439,
Beijing-CHINA, May 31 - June 3, 1993.

217.

M. Sahinoglu, Cihan Vural, Censored Data Analysis in Survival Studies for
Quality Testing, 1. National Econometrics and Statistics Symposium, Izmir, 11-
12 Nov. 1993.

28.

Mehmet SAHINOGLU, Ibrahim Baltaci, Statistical Modeling and Parameter
Estimation for the Reliability of Software Mutation Testing, 3. DIE Research
Symp. Ankara. Nov. 22-24, 1993.

29.

M. Sahinoglu, Cihan Vural, Censored Data Analysis for Exponentially
Distributed Failure Data in Software Testing, Proc. of 7th Mediterranean
Electrotechnical Conference (IEEE-MELECON '94), Session B22, Vol.1, pp.
371-74 Antalya, Turkey, April 1994,

30.

M. Sahinoglu, Unal Can, A Software Reliability Model for Grouped Failure
Data, Proc. of 7th Mediterranean Electrotechnical Conference (IEEE-
MELECON '94), Session A32, Vol.1, pp. 149-152, Antalya, Turkey, April 1994,

31.

Mehmet SAHINOGLU, CPMLE and CPNLR Models in Software Reliability
Estimation, 4. DIE Research Symp. Ankara, Nov. 22-24, 1994,

32.

M. Sahinoglu, Academic-Professional Training of Statisticians and Industry-
University Relations, Invited Paper at Ill. Harma Meeting of Design of
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Experiments and Statistical Education, Proceedings of Design of Experiments
and Statistical Education pp. 216-228, Cordoba-Spain, Dec. 17-18, 1994.

33.

M. Sahinoglu, Editor, Proceedings of the 3. International Summer School on
Model Choice and Design of Experiments (Lecture Notes), Izmir, Vol. I-11, Sept.
11-22, 1995.

34.

M. Sahinoglu, S. Capar, Statistical Performance Measures to Assess Forecast
Quality of Parameter Estimation Methods for a Software Reliability Model,
Proceedings of the 5th Annual Research Symposium, State Institute of Statistics,
pp. 190-194, Ankara, Nov. 27-29, 1995.

35.

M. Sahinoglu, M. Gokmen, An Exact Compound Poisson (Poisson*LSD)
Probability Distribution Function for Loss of Load in Electric Power Generation
Reliability Evaluation, Proceedings of 6th Annual Research Symposium pp. 216-
221, State Inst. of Stat., Ankara, Nov. 25-27, 1996.

36.

M. Sahinoglu, S. Capar, Stochastic Measures of Prediction Quality for Software
Reliability Estimation Methods with Clustered Failure Data, Proceedings of 6th
Annual Research Symposium, pp. 42-45, State Inst. of Stat., Ankara, Nov. 25-27,
1996.

37.

M. Sahinoglu, A.Sattar Al-Khalidi, A Bayesian Stopping Rule for Negative
Binomial Distribution, I11. National Econometrics and Statistics Symposium,
Uludag Univ., Uludag-Bursa, 29-30 May, 1997.

38.

M. Sahinoglu, A. Sattar Al-Khalidi, A Bayesian Stochastic Stopping Rule for a
Compound Poisson”LSD Distribution and Application to Software Testing,
Istanbul, Turkey, ISBA Meeting - Satellite to 1SI-97, Aug. 16-18, 1997.

39.

M. Sahinoglu, Statistical Measures to Evaluate and Compare Predictive Quality
of Software Reliability Estimation Methods, Invited Session No: 46, 51st Session
of the International Stat. Inst., 18-26 Aug. 1997.

40.

John Deely and M. Sahinoglu, Bayesian measures to compare predictive quality
of software reliability estimation methods (1998), invited session on software
reliability, International Conference on Reliability and Survival Analysis, NIU,
DeKalb, IL, May 21-24, 1998.

41.

John Deely and M. Sahinoglu, Bayesian Measures to Assess the Predictive
Accuracy of Software Reliability Estimation Methods/Informative Priors (1998),
Int. Symp. on Software Reliability Eng. (ISSRE'98), Paderborn, Germany, Nov.
1998.

42.

M. Sahinoglu, A. von Mayrhauser, A. Hajjar, T. Chen, Ch. Anderson, On the
Efficiency of a Compound Poisson Stopping Rule for Mixed Strategy Testing,
IEEE Aerospace Conference, Colorado, March 1999.

43.

M. Sahinoglu, Abdulsattar Al-Khalidi, A Stopping Rule for Time-Domain
Software Testing, Proceedings of ISSRE99 (The 10th International Symposium
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on Software Reliability Engineering) pp. 11-12, Boca Raton, Florida, November
1-4, 1999.

44,

M. Sahinoglu, A. von Mayrhauser, A. Hajjar, T. Chen, Ch. Anderson, How Much
Testing is Enough? Applying Stopping Rules to Behavioral Model Testing,
Proceedings of the 4th International Symposium on High-Assurance Systems
Engineering (HASE1999) pp.249-256, Washington D.C., November 17-19, 1999.

45.

M. Sahinoglu, E. Chow, Empirical Bayesian Availability Index of Safety and
Time Critical Software Systems with Corrective Maintenance, Proceedings of the
1999 Pacific Rim International Symposium on Dependable Computing
(PRDC1999), Hong Kong, pp. 84-91, December 16-17, 1999.

46.

Mehmet SAHINOGLU, A. von Mayrhauser, A. Hajjar, T. Chen, Ch. Anderson,
Achieving the Quality of Verification for Behavioral Models with Minimum
Effort, pp. 234-239, Proceedings of the 2000 IEEE 1st International Symposium
on Quality Electronic Design (ISQED2000), San Jose, pp. 234-39, March 20-22,
2000.

47.

M. Sahinoglu, ‘How Can We Save More Time While testing Software for Better
Products’, TSUM Millennium’s CIS Colloquium on Information Technology,
Montgomery AL, April 24-25, 2000.

48.

M. Sahinoglu, E. Chow, A New Availability Index of Safety and Time Critical
Integrated Software Systems, Proceedings of the 2000 Integrated Design and
Process Technology (IDPT2000), Dallas June 4-8, 2000.

49.

M. Sahinoglu, Reliability Index Calculations of Integrated Software Systems
(Internet) for Insufficient Failure and Recovery Data, The First Biennial
International Conference on Advances in Information Systems, ADVIS'2000,
Dokuz Eylul University, Dept. of Computer Engineering, Izmir-Turkey, Oct. 25-
27, 2000.

50.

C. Bayrak, M. Sahinoglu, Timothy Cummings; High Assurance Software testing
in Business and DoD, Proceedings of the High Assurance Systems
Engineering'2000 (HASE2000), Albuquerque, NM, pp. 207-211, Nov.15-17,
2000.

51.

M. Sahinoglu, W.P. Munns, Availability Index Calculations in Integrated
Software System with Emphasis on a Star Network Using Sahinoglu-Libby p.d.f.,
Proceedings of the 9th SCTF Meeting of IFIP, pp. 123-135, Florianopolis,
Brazil, March 2001.

52.

M. Sahinoglu, C. Bayrak, E. Orhun, D. Tyson, S. Westbrook; Some Quality
Metrics in Internet-Based Distance Education, SDPS (Society of Design &
Process Sciences)Workshop, Pasadena, CA, June 2003.

53.

C. Bayrak, M. Sahinoglu, E. Orhun; "Global Learning Network: The Structure
for Online Learning", Proceedings of the Integrated Design and Process
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Technology IDPT-Vol 1, pp. 35 - 43, 2002.

54.

M. Sahinoglu, S. Glover, "A Cost-Benefit Analysis for Implementing and
Efficient Stopping-Rule Algorithm in Software Coverage Testing™. Proceedings
ISQED 2002; San Jose, California; March 18 - 20, 2002.

55.

Jeffrey Bush, Bruce Jenkins, Steve Michaud, and M. Sahinoglu; "Applied
Selective Quality for Increased Software Development Productivity”, The Sixth
World Conference on Integrated Design and Process Technology, Doubletree
Hotel, Pasadena, California; June 23-28, 2002.

56.

M. Sahinoglu, "Sahinoglu Reliability Model™, The Sixth World Conference on
Integrated Design and Process Technology, June 23-28, 2002, Doubletree Hotel,
Pasadena, California.

57.

Mehmet Sahinoglu, S. Glover, "A Cost Effective Testing Algorithm™, The Sixth
World Conference on Integrated Design and Process Technology Doubletree
Hotel, Pasadena, California, June 23-28, 2002.

58.

Mehmet Sahinoglu, “ An Algorithmic JAVA Applet to Demonstrate the Merits of
Stopping-Rule Algorithms in Software Testing”, 2002 International MSE
(Multimedia Software Engineering) Symposium, New Port Beach, California,
Dec. 10-12, 2002.

59.

M. Sahinoglu, “Security-Meter Design to Evaluate Computer Security”,
Proceedings of the Troy Business Symposium, Destin, FL, January 2003.

60.

M. Sahinoglu, D. Libby, “Sahinoglu-Libby (SL) Probability Density Function —
Component Reliability Applications in Integrated Networks,”” Proc. Ann.
Reliability and Maintainability Symp., (RAMSO03), Tampa, FL, pp.280-287,
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Mehmet SAHINOGLU, E.H. Spafford, Sequential Statistical Procedures
for Approving Test Sets Using Mutation-Based Software Testing, SERC-
TR 79-P, SERC, Dept. of Computer Sciences, Purdue Univ., Feb 1990.
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1) Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

2) Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

3) Project Code
Project Name

Supported By
Project Grant
Project Duration

4) Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

5)Project Code
Project Name
Supported By
Project Grant
University Allotment

Project Duration

INDUSTRIAL PROJECTS & GRANTS

82-06-04-01

Akkuyu Nuclear Power Plant Off-Site Reliability & Evaluation for the Security of the On-
Site System Operation

Turkish Electricity Authorities (TEK) Nuclear Management
36.000.000 TL (US$60000) (US$=600 TL in 1986 Sept.)
14.500.000 TL

Jan.1, 1986-Dec.31, 1986

84-01-06-01

Balkan Power Systems Interconnection Reliability & Evaluation with Respect to
Optimization of Short-Long Term Planning-Alternatives and Statistical Data Analysis
Turkish Electricity Authorities (TEK)- Planning and Research

45.454.545 TL (US$65000) (US$=700 TL in 1986 Sept.)

18.181.818 TL

Sept.30, 1986-Dec.1, 1987

82-06-04-01

Balkan Power Systems Interconnection & Reliability Evaluation and Statistical Data
Analysis

Turkish Electricity Authorities (TEK) Planning and Research
4.950.000 TL (US$16500) (US$ = 300 Turkish Lira TL in 1982 Dec.)
Jan.1, 1983-June 30, 1984

84-01-06-01

Balkan Power Systems Interconnection Reliability & Evaluation with Respect to
Optimization of Short-Long Term Planning-Alternatives and Statistical Data Analysis

Turkish Electricity Authorities (TEK)- Planning and Research
6.000.000 TL (US$17000) (US$=350 TL in 1984 June)
2.004.00 TL

June 30, 1984-Sept. 30, 1985

85-01-09-01

Balkan Power Systems Interconnection Reliability & Evaluation
Turkish Electricity Authorities (TEK) Planning and Research
8.500.000 TL (US$17000) (US$=500 TL in 1985 June)
4.224.000 TL

Sept.30, 1985-May 30, 1986
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6)Project Code

Project Name

Supported By
Project Grant
University Allotment
Project Duration
Research Donor
Project Grant
Research Topic

7)Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

8)Project Code
Project Name
Supported By
Project Grant
University Allotment
Project Duration

9)Project Code
Project Name
Supported By
Project Grant
Equipment
Project Duration

10)Project Code
Project Name
Supported By
Project Grant
University Allotment
Project Duration

87-01-09-01

The Refereeing and Rapporteurship Service for the European Economic Commission-
Committee on Electric Power Conference on The Planning and Modeling of Large Systems
held in Moscow, USSR, June 1987 and Balkan Global Interconnected System Reliability
Evaluation

Turkish Electricity Authorities (TEK) Planning and Research
50.000.000 TL (US$65000) (US$=770 TL in 1987 June)
20.000.000 TL

June 1, 1987-May 31, 1988

Fulbright Research Scholarship, USA

$18700 during August 1989-1990

Software Reliability Evaluation and Automated Mutation Testing

90-01-09-03; 91-01-09-01; 91-01-09-02 (Three projects)
TAFICS (Turkish Armed Forces Integrated Communication Network) To Write Software
Reliability and Security Specs

Undersecretary for National Defense (Savunma Sanayii)
120.000.000 TL (US$20000) (U$=6000 TL average)
60.000.000 TL

Sept. 1990-March 1992

92-01-09-01

Statistical Re-organization and Reliability Studies in TEK
Turkish Electricity Authorities (under General Director)
134.000.000TL (US$20000) (US$=7000 TL average)
60.000.000 TL

May 1, 1992-1993

TUBITAK (NSF/Turkey)

Automated Software Testing & Implementation to Turkish Industry
TUBITAK (Ankara Blv. No:224; Kavaklidere)

180.000.000TL (US$18000) (US$=10000TL average)

Capital Costs:100.000.000 TL

Aug. 1992- November 1994

DEVAK-93-01

Statistical Re-organization and Reliability Studies in TEK
Turkish Electricity Authorities (under General Director)
199.000.000TL (US$22110) (US$=9000TL)

40.000.000 TL

May 1, 1993-94
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11)Project Code
Project Name
Supported By
Project Grant
University Allotment
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12)Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

13)Project Donor
Project Name
Supported By
Project Grant

Project Duration

14)Project Donor
Supported By

Project Grant
Project Duration

15)Project Donor

Project Name
Supported By
Project Grant
Project Duration
16)Project Donor
Project Name
Supported By
Project Grant
Project Duration

DEVAK-94-01

Statistical Re-organization and Reliability Studies in TEK
Turkish Electricity Authorities (under General Director)
500.000.000TL (US$16660) (US$=30000TL)
100.000.000 TL

May 1, 1994-95

DEVAK-95-01

Evaluation of Reliability Indices in Turkish Interconnected Power Generation System for
Capacity Planning (1995-2000)

Turkish Electricity Authorities Generation & Transmission (TEAS)
1.700.000.000. TL (US$34000) (US$=50000TL)

340.000.000 TL

Dec. 1, 1995- May 1, 1997

TUBITAK NATO B2

New Statistical Measures for Assessing and Comparing the Predictive Accuracy of
Software Reliability Estimation Methods

Turkish Scientific Technical and Research Council

2.200.000.000 TL (US$11000)
(US$=200.000TL)

Aug.'97 - June'99 (Executed at Purdue and Case Western Reserve Universities)

Software and System Reliability Measurement in Integrated Networks

Troy State University Montgomery Eminent Scholar Research Funds (ACHE: Alabama
Commission on Higher Education)

Annually: $20,000 (Prog. Personnel), $10,000 (Equipment-Software), $7,000 (Travel)
Sept. 1999 - Aug. 2008

Microsoft TWC Curriculum (See the hyperlink www.areslimited.com for Final
Report)

Trustworthy Computing Curriculum

Microsoft Academic Alliance on TWC

Annually: $50,000

Jan 2006 - Jan 2007

ICS (Integrated Computer Solutions)
Cybersecurity Lab

ICS, Montgomery AL

One time equipment donation $85,000 upon request
2010-
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19)Project Donor

Project Name

Supported By
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19)Project Donor
Project Name

Supported By
Project Grant
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National Science Foundation

Expanding Alabama’s Research Capacity in Cyber Security and Cyber Response
(AUM under Informatics Institute will be responsible for participating on the following
tasks: Industrial Control Cyber Physical Systems Security, Trustworthy Infrastructure in
Cloud Environments, Modeling and Simulation)

EPSCOR Research Infrastructure Improvement Program Track-1; (RIl Track-1); Program
Solicitation NSF 13-549

Total Consortium for all participating Universities (Auburn, Tuskegee, UAB, UAH, USA, A
A&M, UA and other AL Col/Univ) in AL : $4,000,000 with Auburn & AUM: $627,000

2013-2018

Office of Naval Research (ONR) ( pending —White Paper to be soon submitted)

“Information Assurance of Cyber-Physical Systems with Internal Self-Manageable Security Risk
Assessment Clock - An Automated Software for Cybersystems Ubiquitous Third Wave-Computing”

Long Range Broad Agency Announcement (BAA) for Navy and Marine Corps Science and
Technology 13-001

http://www.onr.navy.mil/Science-Technology/Departments/Code-31/All-Programs/311-
Mathematics-Computers-Research/Software-Computing-Systems.aspx

2013-2016

Gulf of Mexico Research Initiative (GoMRI) pending 12/15/13 preproposal

GoMRI Research Themes.(Theme 1V)

Title Pending: Preventing Oil Spills: Risk Assessment, Detection and Mitigation with
Sensor Networks (pending with Profs lyengar/FIU School of Computing and
Marghitu/Auburn U. Mechanical Engineering and Vir Phoha/Computer Science at LaTech)

2015-2017 GoMRI Research Consortia
GOMRI2012-11_262 Project Description.pdf available from applicant
1 January 2015-31 December 2017

S&T LONG RANGE LRBAA HOMELAND SECURITY White Paper preproposal
Quantitative Risk Assessment and Cost-Optimal Risk Mitigation to Enhance Quality for
National/State Cybersystems and Information Security Assurance

DHS S&T : Science and Technology Directorate, Securiuty and Trust Division

CYBER SECURITY: CSD.07 — Information system insider threat detection models and
mitigation technologies. CSD.10 — Software Assurance: Including tools and techniques for
analyzing software

1 June 2013 - 31 May 2016
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1976-77

1977-81

1981-82

1982-83

1982-83

1983-84

1983-84

1984-85

1984-85

1985-86

1985-86

1986-87

1986-87

1987-88

1987-88

1988-89

1988-89

1989-90

1 Semester

PhD Studies

2 Semester

1 Semester

2 Semester

1 Semester

1 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

LIST OF COURSES INSTRUCTED (1976-2013)

Linear Algebra
Introduction to Statistics

Applied courses on Statistics and Power Reliability

Engineering at Texas A&M University, Institute of Statistics and

Electric Power Institute respectively (Total: 8)

Nonparametric Statistics

Fundamentals of Probability and Statistics |
Sampling and Survey Design

Fundamentals of Probability and Statistics Il
Introduction to Reliability Theory and Application

Sampling Theory (Graduate)
Theory of Statistical Inference |

Reliability Theory (Graduate)
Theory of Stochastic Processes
Theory of Statistical Inference Il

Theory of Linear Models (Graduate)
Introduction to Reliability Theory and Application

Computational Statistics & Data Analysis (Grad.)
Bio-Assay and Bio-Statistics (Grad.)
Regression Analysis

Introduction to Mathematical Statistics |
Operations Research

Introduction to Mathematical Statistics Il
Theory of Linear Models (Graduate)

Computational Statistics |
Introduction to Multivariate Statistics

Computational Statistics Il
Reliability Theory & System Applications (Grad.)

Decision Theory
Computational Statistics |

Computational Statistics Il

Statistical Analysis of Designed Experiments (Grad.)

Fundamentals of Probability & Statistics |
Reliability Theory & System Applications (Grad.)

Fundamentals of Probability & Statistics Il
Applied Stochastic Processes (Grad.)

Stat 511-Stat Methods (Grad./Purdue University)
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1990-91

1990-91

1991-92

1992-93

1993-94

1994-95

1995-96

1996-97

1997-98

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

Sum.Semester

Stat 301-Quality Control (Undergrad. / Purdue U.)
Stat 473-Statistical Computing | (M.C. Simulation)
Stat 355-(Nonlinear) Optimization in Statistics
Stat 474-Statistical Computing Il(C-Programming)
Stat 356-Optimization Il (Stat Qual. Control)

Stat 443- Statistical Data Analysis

Stat 514- Reliability Theory & Applications

Stat 456-Stochastic Processes

General Statistics (Dokuz Eylul Univ.)

Comp. Progr., Biostatistics, Seminar in Med. Stats

Introd. to Stat. and Probability I (undergrad)
Stat Inference | (grad.), Sampling (grad.)

Introd. to Stat. and Probability 1l (undergrad.)
Stat. Inference Il (grad.), Design of Exp. (grad.)

Introd. to Stat. and Probability | (undergrad.)
Stat Inference | (grad.), Nonparametric Stat. (grad.)

Introd. to Stat. and Probability 1l (undergrad.)
Stat. Inference Il (grad.), Comp. Stat. & Simulation (grad.)

Introd. to Stat. and Probability | (ugrad.)
Math. Stat. | (ugrad.), Prob. Theory (ugrad.),
Stat. Inference | (grad.), Actuarial & Risk Analy. (grad.)

Introd. to Stat. and Probability Il (ugrad.)
Math Stat Il (ugrad.), Probability Theory (ugrad.)
Comp. Stat. & Simulation (grad.)

Introd. to Stat. and Probability | (ugrad.)
Math. Stat | (ugrad.)

Introd. to Stat. and Probability 1l (ugrad.)
Math . Stat Il (ugrad.)

Introd. to Prob.&Statistics / 2 sections (Stat 301t) ugrad. Purdue

University

Introd. to Prob. & Statistics/ 2 sections (Stat 301t) ugrad. Purdue

University

Basic Statistics for Social & Life Sciences (Stat 201) ugrad. Case

Western Reserve U.

Sum.Semester Statistics for Engineering & Science (Stat 312) ugrad. Case
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1998-99 1 Semester

1 Semester

2 Semester

2 Semester

2 Semester

Sum Semester

Sum Semester

Western Reserve U.

Statistics for Engineering & Science (Stat 312) ugrad. Case
Western Reserve U.

Digital Signal Processing (Stat 332) ugrad. Case Western
Reserve U.

Statistics for Engineering & Science (Stat 312) ugrad. Case
Western Reserve U.

Reliability and Calibration (Stat 413) ugrad. / grad. Case
Western Reserve U.

Basic Statistics for Social & Life Sciences(Stat 201) ugrad. Case
Western Reserve U.

Basic Statistics for Social & Life Sciences(Stat 201) ugrad. Case
Western Reserve U.

Statistics for Engineering & Science (Stat 312) ugrad. Case
Western Reserve U.

Troy State University Montgomery — Troy University Montgomery Campus

1999-00 Fall Quarter Probability and Statistics (CIS 313) ugrad.

Spring Quarter Probability and Statistics (C1S313) ugrad.

Summer Quarter  Operations Research (CIS 355) ugrad.

2000-01 Fall Semester Probability and Statistics (CIS 3313) ugrad.

Spring Semester  Software Quality Engineering and Metrics(CIS6649) grad.

Spring Semester  Probability and Statistics (CIS313) ugrad.

Spring Semester  Operations Research (CIS 3325) ugrad.

Summer Semester Thesis and Research (CIS 6699)

2001-02 Fall Semester Probability and Statistics (CIS 3313) ugrad.

Fall Semester Operations Research (CIS 3325) ugrad.
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Spring Semester  Probability and Statistics (CIS 3313) ugrad.

Spring Semester  Operations Research (CIS 3325) ugrad.

Spring Semester  Seminar on Software Quality and Security Engineering

(CISS 4449) ugrad

Spring Semester  Software Quality Engineering and Metrics (C1S6649)

grad.

Fall/Spring Thesis and Research (CIS 6699)

Semester

2002-03 Fall Semester Probability and Statistics (CIS 3313) ugrad.

Fall Semester Modeling and Simulation (CIS 6647) grad.

Fall Semester Data Communications and Network Eng. (CIS 4445)
ugrad.

Fall Semester Thesis and Research (CIS 6699) grad.

Spring Semester  Probability and Statistics (CIS 3313) ugrad.

Spring Semester  Data Communications and Network Eng. (CIS 4445)

ugrad.
Summer Semester Software Quality Engineering and Metrics (C1S6649)
grad.
2003-04 Fall Semester Probability and Statistics (CIS 3313) ugrad.
Fall Semester Data Communications and Network Eng (CIS 4445)
ugrad.

Spring Semester Probability and Statistics (CIS 3313) ugrad.

2004-05 Fall Semester Probability and Statistics (CIS 3313) ugrad.

Fall Semester Seminar on Software Quality & Security Engineering
(CIS 4449) ugrad.
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2005-06

2006-07

2007-08

Spring Semester

Fall Semester

Fall Semester

Fall Semester

Spring Semester

Spring Semester

Spring Semester

Summer Semester

Fall Semester

Fall Semester

Spring Semester

Spring Semester

Fall Semester

Fall Semester

Spring Semester

Probability and Statistics (CIS 3313) ugrad.

Computer Concepts & Applications (IS 2241) ugrad
Applied Statistics (MTH 2210) ugrad.

Operations Analysis and Modeling (CS 6647) grad.
Computer Concepts & Applications (IS 2241) ugrad. on-
line

Computer Security & Reliability (CS 4451) ugrad.
Computer Concepts & Applications (IS 2241) ugrad. on-
line

Computer Concepts & Applications (IS 2241) ugrad. on-
line

Applied Statistics (MTH 2210) ugrad.

Computer Security & Reliability (CS 4451) ugrad.

Operations Analysis and Modeling (CS 6647) grad.

Computer Security & Reliability (CS 6653) grad.

Operations Analysis and Modeling (CS 6647) grad.

Computer Security & Reliability (CS 6653) grad.

Computer Security & Reliability (CS 6653) grad.
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AUM Courses (2011-): See CSIS Flyer

2012 Spring Sem. CSIS 6013 —Network Reliability and
Security Metrics

2012 Fall Sem. CSIS 6043 —Computer Systems Modeling
and Simulation

2013 Spring Sem. CSIS 6013 Network Security and
Reliability Metrics, CSIS 6952 Internship

2013 Fall Sem. CSIS 6043 —Computer Modeling
Simulation, CSIS 6952 Internship
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Candidate’s Activities for the Advancement of Engineering, Science and Technology

A. Contributions: 1) Dr. Sahinoglu has pioneered a failure-count prediction technique in hardware
(embedded) or software testing process known as Compound Poisson Software Reliability Model
(CPSRM) for estimating the residual number of software or failures in testing. He also developed a
Stopping-Rule Algorithm in testing large pieces of software extending his reliability-growth model to
optimize resource utilization, as contrasted to conventional techniques that require billions of test
vectors. His joint research in earlier years with Professor G. Spafford from Purdue University and
SERC to conduct mutation testing in 1990s on Testing and Reliability, and in later years with Professor
Das in 2000s on Built-in-Self Testing (BIST) and System-on Chip (SOC) regarding the general topic of
Non-Exhaustive Testing complement his research findings on his Stopping-Rule algorithm. One such
publication in October 2005 by IEEE Trans. in M & | augments earlier works by the joint authors, Das
et al., on space compression considering specifically full scan sequential benchmark circuits for digital
testing in non-exhaustive test sets. 2) He has further developed (1981) jointly but independently with Dr.
Libby, the Sahinoglu-Libby probability model of component unavailability, that is an improved finding
in contrary to classical modeling of availability where small sample results replace erroneously -
assumed large sample approximations of unavailability. 3) Most recently, Dr. Sahinoglu’s probabilistic
and game-theoretic security-meter algorithm to assess and manage risk quantitatively, has found more
favor than qualitative techniques because it converts to monetary tangible assets. This novel approach
can be useful to Homeland Security, or banks or companies to quantify security levels at critical
locations, also useful to home PCs for ubiquitous use. Dr. Sahinoglu’s contributions in assurance
sciences and in particular, reliability and security research are progressing with major industrial
implications. His research derives from focusing on these subjects for an extended time, which goes
back to while he was finalizing his MS and PhD dissertations at the University of Manchester and Texas
A & M University respectively both on reliability, which later led to his involvement with Hardware &
Software Security Risk Engineering domain at large.

B. Details and specifics: Dr. Sahinoglu’s contributions in the field of software/hardware reliability
and security science and engineering are regarded more innovative than routine. His originality in
deriving a new failure-count prediction model, viz. CPSRM (Compound Poisson Software Reliability
Model) in Software Reliability is an authoritative work, and has been cited by peers in various
publications, and in renowned textbooks. Dr. Sahinoglu applied his accumulation of knowledge and
expertise in creating a cost-efficient stopping-rule algorithm, MESAT, to save substantial amounts of
test vectors in achieving a desirable degree of coverage reliability or security. Through cost-benefit
analysis, he has shown how cost-efficient his proposed stopping-rule algorithm is, as compared to
those employing conventionally exhaustive ““shot-gun” or ““testing-to-death’ approaches. This novel
and cost-effective technique is valued for its industrial potentials as well. Dr. Sahinoglu has
subsequently proposed a practical method to compare the forecast accuracy of software reliability
prediction models.those used The method assesses the superiority of one failure-count software
reliability model over the other by measuring its probability of how much better. The technique
calculates the Bayes probability of how much better the prediction accuracy is for one software
reliability estimation method relative to a competitor. This is more informative than only qualifying
that one is superior to the other in terms of hypothesis testing of equality of means or a mere arithmetic
difference of AREs (average relative error) without incorporating the inherent variability of predicted
values. The algorithm involves non-informative and informative priors that are placed on the mean of
ARE of the predictions, taken this time to be a r.v., rather than a conventional deterministic quantity.
This work facilitates to compare between competing software reliability models such as those used in
the outer space.

Dr Sahinoglu has demonstrated pioneering applied research in developing what is now known as
Sahinoglu-Libby formula, a probability density function (pdf) of the unavailability parameter to
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closely characterize the probabilistic behavior associated with the error distributions in components
in relation to their application in network reliability. His ““security-meter” discovery of a first-time
quantitative risk model, published in IEEE Security and Privacy, and later in his class-tested Wiley
textbook titled "Trustworthy Computing™ has been a timely achievement in the era of security
malwares and notorious data breaches. Dr. Sahinoglu covered all these innovative topics in his 2007
Wiley Textbook. This class—tested book (seven years before it got published), complete with CD ROM
containing cases and projects give readers a hands-on experience on, reliability, security, privacy
and a combined index of trustworthiness as a reference for practicing software designers and
developers, computer reliability, security-privacy risk specialists, network administrators to work
with data.

C. Other Specifics: Dr. Sahinoglu served in 1980s as a Network Reliability analyst to TEK (Turkish-
Electricity-Authority) and Defense Industry on energy projects besides representing the Turkish
Energy Ministry as a principal technical reporter with Economic Commission of Europe, and UN
(United Nations) in Geneva and Moscow. His co-authored paper, i.e. M. Sahinoglu,_ M. Longnecker, L.
Ringer, C. Singh, and A. K. Ayoub, “Probability Distribution Function for Generation Reliability
Indices-Analytical Approach,” IEEE Trans. PAS, Vol. 102, 1486-93, (1983) introduces the main
aspects of the author’s Ph.D. dissertation with a system emphasis on Power Generation Reliability
Indices, and also the first time introduction of the pdf of the FOR (unavailability), later named
Sahinoglu-Libby probability model, under certain underlying statistical assumptions.

He has pioneered an engineering-statistical sampling scheme, and then extensively collected data in
entire Turkey and Balkan countries for electrical power generation and failure-repair activities during
his consultancy work (1982-1997). He established the first automated mutation-based MOTHRA
software testing laboratory in Turkey at METU- Ankara and at DEU-Izmir under a TUBITAK (Turkish
NSF) grant in collaboration with Purdue University’s Software Engineering Research Center (SERC).
He was the founder Dean of the College of Science at DEU (1992-1997) where he developed computer
reliability engineering courses. He also served as the project manager for the first-time introduction of
the Internet facility to DEU and city of Izmir in 1993. He organized the first international summer
school in Turkey on Computer Software-Intensive Model Selection in Quality Control under ISI-1ASC
(1995). He introduced the reliability courses in Turkish higher-ed schools (1982-97) until he relocated
in USA. Dr. Sahinoglu recently wrote a textbook on “Trustworthy Computing” (2007) published by
Wiley & Sons for graduate students while finalizing his 2006 international Microsoft Trustworthy
Computing Curriculum grant. Since his Eminent Scholar assignment at Troy University, he organized
the first kick-off conference on IT (2000), and nine annual and two separate symposia at TROY
University by inviting the world’s prominent speakers under IT Colloquium Series in cooperation with
the local IEEE Chapter. He has jumpstarted the Software Quality and Security Engineering program
at TROY University system globally as of 2000.

Dr. Sahinoglu subsequently founded Informatics Institute in 2008 at AUM in Montgomery AL, and
later in 2009 CSIS (Cybersystems and Information Security) graduate program, the fiursdt one of its
kind in the Southeast USA which later was accredited by SACS Southern Association of Colleges and
Schools) in 2010 and NSA (National Security Association) accredited in 2013.

(*) The candidate has innovated a new engineering-statistical chronological sampling scheme, and
collected extensively vital data in entire Turkey for electrical power generation, failure and repair
activities during his consultant work (1982-1997) as a Reliability Engineer and Statistician for Turkish
Electricity Authority (TEK). His sampling survey model now is in effect as adopted in all generation
plants in Turkey’s vast power generation arena exceeding 360 generating units (in 25 major
categories) generating approximately 22000 Mega-Watts. He has published these works within 15
years during his consultant status in 8 different projects as Technical Reports under “The Computation
of Reliability Indices in Turkish Electricity Supply Network-Sensitivity Analyses and Inference”
(original in Turkish) as submitted to TEK’s Research, Project and Coordination division. TEK has
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used these results for 2000-2010 Master Strategic Plan. ECE’s Committee on Planning of Large
Electric Power Systems in Geneva under auspices of UN also released a technical report in 1988 on
“The Interconnected Reliability Indices of Balkan Power Systems™ for which he was the responsible
reporter and data collector, in representation of all 5 Balkan nations’ (Turkey, Bulgaria, Greece,
Romania and Yugoslavia) power generation networks. Dr. Sahinoglu’s work was the very first
Statistical Reliability Analysis that brought an exploratory statistical approach to Turkey’s
quantification of the service quality of its power systems, contrary to conventional ways. He presented
the same work on “Turkey’s Power Generation Reliability Indices” in Moscow and St. Petersburg
(1987) while serving as a reporter to UN.

(**) Dr. Sahinoglu served as a Network Reliability analyst to TEK and Defense Industry on projects
besides representing the Turkish Energy Ministry as a technical reporter with ECE/UN in Geneva and
Moscow. He has pioneered a new software for a statistical historical-sampling scheme, and extensively
collected vital data in entire Turkey for electrical power generation, failure and repair activities
during his consultancy work (1982-1997) as a Reliability Engineer and Statistician for Turkish
Electricity Authority (TEK). He also served as the project manager for the first-time introduction of the
Internet facility to DEU and city of Izmir in 1993. He organized the first international summer school
in Turkey on Computer Software-Intensive Model Selection in Quality Control under ISI-IASC (1995).
He introduced the power and software reliability engineering courses in Turkish schools (1982-97)
until his relocation to USA in 1997.

(***) Dr. Sahinoglu later established a Cybersecurity Testing lab at AUM’s Informatics Institute in
2013 using equipment donated by ICS/Montgomery (see grant #16, p.42). The firewall(s) will be
configured to allow traffic during the three years (150 weeks) for 15 selected sample nations: 1)USA,
2) Romania, 3) China, 4) Russia, 5) N. Korea, 6) Nigeria, 7) India, 8) Turkey, 9) France, 10) Brazil,
11) Sweden, 12) South Africa, 13)Bulgaria, 14)Poland, 15) United Kingdom. The Firewall(s) will
change countries every other 10 weeks by sampling different ones to evenly represent the worlds
geographical demography. This will provide, by using the logging server, an overall log of information
on how active a particular sample country is by recording in terms of malware traffic information. In
this case, the event can be considered an attack because they dont have a valid reason for being in the
AUM Informatics Institute network (a disclaimer will be placed to warn that this is not an academic
web site or similar; however a proxy name will be attached such as Nuclear Solutions to attract
malware traffic). They will alternate every 10th week to assure 15 nations coverage for 150 weeks.
This will enable the analyst to compare various countriés attack percentag es overall since we also
will have the entire Internet traffic figures (such as N. Korea over a week sharing 10%, Russia 5% etc.
to rank the highest at risk). See p.50 for an illustration of the test lab.
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Compact Resume
(from www.aum.edu/csis)

Director, Informatics Institute, Auburn Montgomery

With a Ph.D. jointly in EE and Statistics at Texas A&M (1981), an MS in Electric Power from UMIST, England
(1975) in EE, and a BS in Electrical & Computer Engineering from METU/Ankara (1969-73), Mehmet taught at
TAMU (1980-81), METU (1982-92) where he served as an assistant, associate, and then full professor. Later
he taught at Purdue (1989-90, 1997-98) and Case Western Reserve University (1998-99) as Fulbright and
NATO fellows in the capacity of a visiting professor. He served as the College of Arts and Sciences founding
dean, and Quantitative Sciences Department founder chair at DEU in Izmir (1992-97). He served as the
Eminent Scholar and Chair Professor of the CS Department at Troy University Montgomery Campus before
being assigned at AUM in 2008 as a Distinguished Professor and Director of Informatics Institute.

A Fellow of Society of Design and Process Science (SDPS), and Senior Member of IEEE and ISI Elected
Member, he co-created the “Sahinoglu & Libby Probability Distribution (1981)”, and derived “Compound
Poisson Software Reliability Model & Stopping Rule in Software Testing” and “Security Meter Quantitative Risk
Assessment” algorithms. Dr. Sahinoglu published “Trustworthy Computing” textbook by Wiley & Sons (2007).
He was one of the 14 global Microsoft Trustworthy Computing awardees (2006). Dr. Sahinoglu won best paper
awards with Wiley Interdisciplinary Reviews (WIRES) in 2010 and 2011 on Network Reliability and Cloud
Computing, and was invited to publish an advanced review on Game-theoretic Computing in Risk Analysis for
2012 and Modeling and Simulation in Engineering in 2013, both of which have been published. He has recently
received funding on cyber assurance projects including Microsoft’s. Dr. Sahinoglu has a total of more than 170
peer reviewed journal and proceedings research papers and book chapters combined during 30+ years of his
academic career (1981-2013). He founded the Informatics Institute at AUM in 2008 and established the CSIS
(Cybersystems and Information Security) Master’s program approved by ACHE in 2009 and accredited by
SACS in 2010. He co-organized, as expected from an SDPS Fellow, the SDPS/Auburn U world conference on
Cybersystems and Informatics at AUM in 2009 (www.aum.edu/csis).

Additional Patent Information: Patent Application Serial No. 12/407,892 Filing Date 3/20/2009
Title of Invention: Method of Automating Security Risk Assessment and Management with a Cost-Optimized Allocation Plan
(also known as Security Meter or Risk-O-Meter).

Mehmet Sahinoglu, Ph.D.
Director, Informatics Institute, Cyberystems and Information Security ,
P.0.Box 244023, Auburn University Montgomery, Montgomery AL 36124-4023
334 244 3769 (tel.), 334 244 3127 (fax); E-mail: msahinog@aum.edu URL: www.aum.edu/csis

(a) Professional Preparation:

Middle East Technical University (METU) Electrical and Control Engineering B.S., 1973
University of Manchester (UMIST) Electrical Engineering M.S., 1975
Texas A&M University (TAMU) Electrical Engineering & Statistics Ph.D, 1981

(b) Appointments:

Aug 2008 - Present Director, Informatics Institute, Auburn University at Montgomery

Aug 1999 — Aug 2008  Troy Univ., ACHE (Alabama Commission on Higher Education)- Eminent
Scholar - Endowed Chair; Professor and Head, Computer Science Department

June 1998 — Aug 2009  Visiting NATO Professor, Case Western Reserve University, Cleveland, OH.

July 1997 — June 1998  Visiting NATO Professor, Purdue Univ., West Lafayette, IN.

July 1992 — July 1997  Founding Dean, School of Arts and Sciences, and Founding Department Chair
at Dokuz Eylul University (DEU), Izmir, Turkey.

July 1990 - July 1992 Professor, Middle East Technical Univ., Ankara,Turkey.

July 1989 — July 1990  Visiting Fulbright Professor, Purdue Univ., West Lafayette, IN.

Jan 1982 — July 1989 Asst., Assoc., Full Professor at Middle East Technical Univ., Ankara, Turkey.
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Aug 1978 — Dec 1981  Graduate Research/Teaching Resident Assistant at Texas A&M Univ. Texas.

FIVE SELECTED PRODUCTS

1. Sahinoglu M., 2005, ““Security Meter - A practical decision meter model to quantify risk. IEEE
Security and Privacy. 3(3), 18-24.

2. Sahinoglu M., 2008, “An input-output measurable design for the Security Meter model to
guantify and manage software security risk. IEEE Trans on Instrumentation and Measurement,
57(6), 1251-1260.

3. Sahinoglu M., 2012, CLOUD Computing Risk Assessment and Management, Book (Risk Assessment
and Management) Chapter, Academy Publish.
http://www.academypublish.org/book/show/title/risk-assessment-and-management

4. Sahinoglu M., 2013, "The modeling and simulation in engineering," Invitational Overview: WIRES

(Wiley Interdisciplinary Reviews), WIREs Comput Stat 2013, 239-266. D0i:10.1002/wics 1254.
http://www.aum.edu/UR_Media/NandH/13nandh/130429/Sahinoglu_WICS1254 article.pdf

. Sahinoglu M, 2007, Trustworthy Computing - Analytical and Quantitative Engineering Evaluation.

Wiley Inc., Hoboken, New Jersey

ol

FIVE RELATED PRODUCTS

1. Sahinoglu, M, Rice B., 2010, ““Network Reliability Evaluation,” Invited Advanced Review for Wiley
Interdisciplinary Reviews: Computational Statistics, New Jersey, Vol. 2, No. 2, 189-211

2. Sahinoglu, M, Libby, D., Das, S. R., 2005, “Measuring Availability Indices with Small Samples for
Component and Network Reliability using the Sahinoglu-Libby Probability Model,” IEEE Transactions on
Instrumentation Measurement, Vol. 54, No.3, 1283-1295.

3. Sahinoglu, M., 2003, ““An Empirical Bayesian Stopping Rule in Testing and Verification of Behavioral
Models,” IEEE Transactions on Instrumentation and Measurement, 52(5), 1428-1443.

4. Sahinoglu, M., Cueva-Parra L., Ang D., 2012, ““Game-theoretic computing in risk analysis”, WIREs Comput
Stat 2012, doi: 10.1002/wics, 1205 (d)

5. Sahinoglu, M., 1992, “Compound-Poisson Software Reliability Model,” IEEE Transactions on
Software, Engineering, Vol. 18, 624-630.

Five others related but not Listed above:

Sahinoglu M, Cueva-Parra L., “CLOUD Computing,” Invited Authors (Advanced Review)for Wiley
Interdisciplinary Reviews: Computational Statistics, New Jersey, Ed.-in-Chief: E. Wegman, Yasmin H. Said, D.
W. Scott, Vol. 3, Number 1, March 2011, pp. 47-68.

Sahinoglu, M., “The Limit of Sum of Markov Bernoulli Variables in System Reliability Estimation,” on IEEE
Transactions Reliability, Vol. 39, pp. 46-50, April 1990.

Sahinoglu M., Y.-L. Yuan, D. Banks, “Validation of a Security and Privacy Risk Metric
Using Triple Uniform Product Rule,” IJCITAE - International Journal of Computers,
Information Technology and Engineering, Vol. 4, Issue 2, pp. 125-135, December 2010.

Sahinoglu M., Cueva-Parra L., Simmons Susan J., "Software Assurance Testing Before Releasing Cloud for
Business- A Case Study on a Supercomputing Grid (Xsede)”’, IJCITAEInternational Journal of Computers,
Information Technology and Engineering, Vol. 6, Issue 2, 73-81, December 2012.

Sahinoglu M., Ramamoorthy C.V., “RBD Tools Using Compression and Hybrid Techniques to Code, Decode and
Compute s-t Reliability in Simple and Complex Networks™,IEEE Transactions on Instrumentation and
Measurement, Special Guest Edition on Testing, Vol. 54, No.3, Oct. 2005, pp.1789-1799

47


http://www.academypublish.org/book/show/title/risk-assessment-and-management�
http://www.aum.edu/UR_Media/NandH/13nandh/130429/Sahinoglu_WICS1254_article.pdf�

AUM News and Headlines:

August meeting of local ISSA chapter to feature Dr. Mehmet Sahinoglu. This month’s meeting of
the Central Alabama Chapter of the Information Systems Security Association will be held on Monday, Aug. 20, from 11 a.m.
to 12:30 p.m. at Baptist East in the administration boardroom. The featured speaker will be AUM's own Dr. Mehmet
Sahinoglu, Director of the Informatics Institute. Sahinoglu will talk about "Risk Assessment and Management to Estimate
Hospital Credibility Score of Patient Health Care Quality."

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, has published a couple of works recently
as well as spread a little knowledge of cybersecurity to a local high school class. Sahinoglu jointly
published "Software Assurance Testing before releasing Cloud for Business- A Case Study on a
Supercomputing Grid (XSEDE)" in the International Journal of Computers, Information Technology and
Engineering with Dr. Luis Cueva-Parra (AUM), Dr. Susan J. Simmons (University of North Carolina
Wilmington), and Dr. Sunil R. Das (University of Ottawa and Troy University). Sahinoglu’s seminal
invitational advanced overview paper, "Modeling and simulation in engineering," covering an extended
30-plus years of research since earning his Ph.d., has been published by Wiley’s WIREs (Wiley
Interdisciplinary Review Series) in the May/June edition.

Dr. Mehmet
Sahinoglu

During spring break, Sahinoglu conducted a classroom talk on Cybersecurity Risk Preventions and
Metrics to a senior robotics class at St. James High School in Montgomery. The students worked on the Security Metric
software developed by Sahinoglu. Later, the class learned how to manage risk using game-theoretic methodology by using
the second phase of the software. The results of this work indicated that, for these high school users, there is close to a 50-50
chance of running into a threat not counter-measured properly.

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, co-wrote with Dr. Kenneth Wool, a
cardiologist with Central Alabama Veterans Health Care System in Montgomery, the chapter "Risk Assessment and
Management to Estimate and Improve Hospital Credibility Score of a Patient Health Care Quality" for the book Applied
Cyber-Physical Systems. In June, Sahinoglu and Scott Morton, Program Assistant in the Informatics Institute, presented the
paper "An Automated Algorithm to Assess and Manage Ecological Risk™ at the International Conference on Environmental
Science and Technology, Cappadocia Region, Urgup, Turkey.

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, has had several articles published in 2012,
including:
"A New Metric for Usability in Trustworthy Computing of Cybersystems™ in Significance, the bimonthly magazine and
website of the Royal Statistical Society and the American Statistical Association, with Scott Morton, Erman Samelo and
Sukanta Ganguly
"Are Social Networks Risky? Assessing and Mitigating Risk™ in Significance, with Aysen Dener Akkaya.
The chapter "CLOUD Computing Risk Assessment and Management,” pages 412-445 of Risk Assessment and Management,
published by Academy Publish. "Cost-Effective Security Testing of Cybersystems Using Combined LGCP: Logistic-Growth
and Compound-Poisson Probability Modeling™ in the International Journal of Computers, Information Technology and
Engineering with Susan J. Simmons and James H. Matis.

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, has published the article "Ecological Risk-

O-Meter: A Risk Assessor and Manager Software Tool for Better Decision Making in Ecosystems™ in the

journal Environmetrics. Co-authored with Susan J. Simmons and Lawrence B. Cahoon, University of

North Carolina Wilmington, and Scott Morton, AUM, the article discusses a software tool that not only
assesses environmental and ecological risks, but also takes into account potential solutions and provides guidance as to how
spending can be optimized to reducing overall environmental risk. Also published jointly by Dr. Mehmet Sahinoglu was
“Game-theoretic computing in risk analysis by WIREs Comput. Stat
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Sciences
Master of Science in Cybersystems
and Information Security

Description:

Thie Master of Science degree program in Cybarsystems and Information
Security (CSIS) prepares students to bacome leaders in the field of information
and network security, offering instruction and research opportunities that
provida graduates with the necessary knowledge and skills to effoctively assess,
develop, and manage secura information networks and to respond to nawly
developed thraats. This program offers a unigue opportunity for students to
learn to:

» |dentify and respond to information security challanges in distributed
and embedded systams.

& Evaluate and recommend technological tools and protocols to protact
against risks.
Integrate the use of encryption technology in non-secure and
nan-private computers and systems.

& Design and conduct research in the area of cybersystems and
information sacurity.

»  Critically evaluata and apply ressarch to computer and
cybersystems threats.

Why a master's degree in CSIS is important:
Thers is an ever-increasing nesd in society for greater cybersystems and
information sacurity. This calls for the development of leadars who can
implement, monitor, and respond to security issues, as well as ressarchers who
can davelop original and innovative technologies to improve cybersystems
security. Tha Cybersystems and Information Security master's program will
provida specialized training in computer network and information security,
sacure software enginoering, oparating system security, sacure network
angineering, and applied cryptology.

Preparation for program admission:

Undergraduate degree in Computer Science or a related field. Othar
Majers may require prefequisite

Students in this program will develop skills to:
Demonstrate an understanding of the technical, managament, and
policy aspects of cybarsystems and information security.

* Recognize the impact of security issuas related to software enginearing
on distributed information systams.
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Students in this program can find jobs in:
4 Information Technology
+ Homeland Security
# Private Businass
& Amed Forces

Students in this program will be instructed by:
Qualifiad faculty from Auburn University at Montgomery, Aubum University, and
also experienced instructors and practitioners from the IT indusiry professionally
affiliated with Cybersystems and Information Security issues.

¢Alvision for/the;21st/Century:

) . <
Cybersystems|&iInformationiSecurity

Location:
Aubum Montgomery campus and online at www.aum.adu /csis

Starting Semester:
Fall (August) 2011

CSIS Courses:

The cumiculum consists of 36 semestar hours with thesis or nonthasis options.
Coursas are taught by faculty from the Schools of Sciences and Business at
AUM, and in partial collaboration with the Aubum University Department of
Computer Science and Software Enginearing.

CEIS 003 Introduction to Computer Security, 3hrs.

CEIS 6010 Data Communications & Computer Networks, 3 hrs.
CEIS 8013 Network Security & Reliability-Cuantitative Metrics, 3 hrs.
CSIS 6020:  Distributed Systems, 2 hrs.

CS5l5 e023: Secura Software Systems, 3 hrs.

CEIS eo40:  Applied Cryptology, 2 hrs.

CSIS 6053 Information Sacurity Management, 3 hrs.

CSIS 6403.  Computer Systems Modeling & Simulation, 2 hrs.



Committee on National Security Systems
and

The National Security Agency

hereby certify that
AUBURN UNIVERSITY at MONTGOMERY

offers a set of courseware that has been reviewed by National Level Information Assurance

Subject Matter Experts and determined 1o meet the National Training Standard for
Information Systems Security Professionals, NSTISSI No. 4011
for

June 2013 - June 2018

i Coinora foun

Teresa M. Takai Debora A. Plunkett
Chair, Committee on National Security Systems Information Assurance
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M. SAHINOGLU

TRUSTWORTHY COMPUTING

ANALYTICAL AND QUANTITATIVE
ENGINEERING EVALUATION

ISBN: 978-0-470-08512-7
$110.00 US » $131.99 CAN « £61.50 UK
320 pp.* Includes CD-ROM = September 2007

“The book itself is a commendable achievement, and it deals with the security and software reliability theory in an
integrated fashion with emphasis on practical applications to software engineering and information technology.
It is an excellent and unique book and definitely a seminal contribution and first of its kind.” — C.V. RamAMOORTHY

Trustworthy Computing: Analytical and Quantitative Engineering
Evaluation presents an index-based, quantitative approach

to advances in reliability and security engineering. Objective,
metric-oriented, and data-driven, its goal is to establish metrics
ta guantify risk and mitigate risk through risk managemeant.
Based on the author’s class-tested curriculum, it covers:

+ Fundamentals of component and system reliability and a
review of software reliability

Software reliability medeling using effort-based and clustered
failure data and stochastic comparative measures
Quantitative modeling for security and privacy risk assessment
Cost-sffective stopping rules in software reliability testing
Availablility madeling using Sahineglu-Libby [5-L)

Probability Distribution

Reliability block diagramming for Simple and Complex
Embedded Systems

Complete with a CD-ROM containing case histories and projects
that give readers hands-on experience, this is a great text for
students in courses on security, reliability, and trustworthiness,
as well as a reference for practicing software designers and
developers, computer reliability and security specialists, and
netwark administrators who wark with data.

M. Sanmoary, PHD, is Chair-Professor of the Computer Science
Department at Troy University in Montgomery, Alabama. After
teaching twenty years at his alma mater (BSEE) Middle East
Technical University in Ankara, Turkey, he served as founding
dean and department chair in the College of Arts and Sciences
at Dokuz Eylil University in lzmir, Turkey. Mare recently,

Dr. Sahinoglu taught at Purdue University, Indiana, and Case
Western University, Ohio, before joining Tray University as

the university’s first Eminent Scholar in Computer Science.
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Probability Distribution Function

Chapter 6. Reliability Block Diagramming in Complex Systems
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Education Services Offic

FRODM: Chuck Durh

Interim Dean,
SUB.: CIS Eminent Scholar
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TSUM names
eminent scholar

Troy State University
Montgomary recandy namsd
Mehmat Sahinogiu as its first
Emitent Scholar of Comput
ef Information Seizyca

‘His vareer includes the reps
titatioil as ons of the world's
leading authorities on pover
systam reliablluy and com-
puter software veliablliy and-

. dependability enginesring,
. -Sahinogly has alsa been

racognized s the founding
dean of the college of arts and
soleinces and head of the de
periment of statistics at Do-
kuz Eylid Unlversity {n Tur
key. ®= has recently taught
apCase Westem Reserve and
“urdue universitles, |

This is follow-up to our discussion last week. Dr. Mahrmet Sahinoglu will become our CIS
Eminent Scholar/Department Chair on September 1, 1999, He is extremely qualified to assume
this position and will continue to move the CIS program forward. With his contacts and
experience, we look forward to filling other CIS positions in the not too distant fiurure.

Maxwell/Gunter mvitess.

« As soon as Dr. Sahinoglu settles in, we will get on your calendar for an introduction. T agres that
we should have a formal reception for him - and we’ll seek input from you on appropriate '

Thanks for your support and effort in our behalf, Bob.. Ilook forward to sesing you again soon.

¢c:  Dr. Jim Sutton Ve

Algust 18, 2008

AUM names Informatics Institute director

Mehmet Sahinoglu has been named distinguished professor and director of Auburn Monigomery's
Infarmatics Institute.

As director, Sahinoglu will develop and manage new undergraduate and graduate programs in in-
formation science and establish the institute as a focal point for research in information technology,

according to 2 news releasa from AUM.

"The inslitute provides a tangible way the university can support the mission of the 754th Electronic
Systerns Group and Alabama's bid to make Montgomery the home of the U.S, Air Force Cyber Com-

mand,” said AUM Chancellor John Veras,

Sahineglu comes to Auburn Montgomery from Troy University, where he served as eminent scholar
and chairman of the Computer Science Department en Troy's Montgomery campus, the release
states. He holds a bachelor's degree in electrical and computer engineering from Middle East
Technical University, a master's degree in electrical engineering from the Institute of Science and
Technolagy -- University of Manchester, and a doctorate in electrical engineering and statistics from

Texas A&M University.

— Staff report
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[EEE Transactions on Power Apparatus and Systems, Vol PAS-100, Mo, 5, May 1981

CONS IOERATIONS N GERERATTON RELIABILITY
MODELIMG=AN ANALYTICAL APPROACH

M. ahireglu

Electric Power Institute ,
Fs Texas ASH University
College Staticn, Tesas

Abstract - The paper prasents & new amalvrical ap-
proac caleulation-af generating system relia-
bility indices. The new approach makes it possible to
relax fdeallzing assumptians and to explicitly model
the affects of apgrating cons{derations such as: (1)
unit duty cycles reflecting fosd cycle shape, rella-
bility perfarmince of ather unite, unit commitbment pol-
fey, and aperiting reserve-policy; (2} start-up fafl-
ures; {3} start-up times; and (4} outage postponabil ity
The models presented can alsd be wsed to. consider the,
effects of basic .enérgy limitations and ta give pra-
duction cost estisates, =~ '

IHTROOUCTION

Anslytical methods for gemeration reliability mod-
aling gemaraily assuse the geperating units Independent
of each ather and the Tcad. This means that the gea-
erating units are assuned to run conCinuously unlass on
forced or scheduled cwtage., Also the conventional
methods and models do not recognize aperacing consider-
atlons and constraints sech as spioning reserve policy,
generator start up time and cutage postpanability.
Recent simulation studies [1), however, indicate that
these factors have considerable effect an computed
ralfabiiity Indices. It fs, therefore, {mpartant that
operating considerations and constraimcs be fncorgo-
rated inta analytical modeling to mare closely reflécs
, physical reallity. Some agtempts (2, J] nave bewn mede

in this direction by including start ua Fai{lure prob-

- abilities and recogafring that except for the base-

leaded units, ather generstars do not run continuously.
These modals, however, assume 3 arierd a Ffized duty

. eycle for peaking and cycling enitz which {s not
directly a function of the system baing studied: Thus,
existing models camnat reflect the effects aof changes
in uwnit duty cycles due to'changes in: operating
reserve palicy, unit commitment priority, load cycle
shapa, and reliabillty characteristics of gther system
units. Further, existidg modeéls do nat {nclude the
affects of start-up delays and outage postponability.

. This paper presents impraved sndels and mechadal-
ogy ta reflect the individual duty cycle of each wnit
and also represent the effec: of starc up delays and
outige pastponability. The results obcaimed by these
madels far an EPAL synthetic system have been comparad

~with those wusimg Moate Carle simulation and good sqrae-
ment has baen obtainad, ’ )

The expacted aperaling hours of each generating
unft can ba found using the methodology owklined fin
this paper. The approach, thersfors, sppears useful as
a production cost sodel énd alse provides a means of

-

Paper & ROORL.T, recomeneridad 20d approved by the Moswer Sysien Efqisder-
wiy Commiites af ihe IDEE Mower Engineoring Ssciciy fof presendaiion a0 (he
IEERSTES 1'd0 Winigr Meeing, Fobruary 3-8, Mew York, MY, Tha paper
=i recamisendec] far TRANSACTIONS stans 1T 40 S04 630 K, amb proiciits-
tiam by tinfe Tar weiten dlicussion 51 g |BEESPES (980 Sniniuer Meowng,
July 0J=13, Mimmcamplis, MN, Manaicript jabinisted Amguia 24, 19 maide
availabbe for preprisbing May [, 19RO, 1 he ipeer ey beein gidibabesd @ 1980
Winsgy Magting Test of Abvragt Papers, Discusens s climere for & B0
UAT.§ have Boca fuahlighcd I\ 19E Whtiser Bobowivng Dbl Varlusitg of [ein-
o sndl Clumisres,

w1

cong tdaring hiasic amergy limitations for ezch watt.

SEHERATTON REL IAR ILIT‘I". PIEI'FL IHG

A brief review of generation relfability modaling
concepts 13 presenied as these conceptsy are essencial
far the understinding of the new materfal described im
the paper. Tracitienaliy, generating cagacity relia=
Bility studies are performed by building generating
capacity and load models 3fd than cambining them ta
calculate the prabability and Frequency of capacity
deficlency, The relavant expressions [4] for the In=
dices relating o margin M are-given by (1)=(3).

y,
PiM)

aroit) e, (C-z oot 1
ety T
Flu) = : Poli) ey (X) = o ()] Py (Coxemp
+ fy (C-2-H)) (2}
and
0(H) = PCH/T(N)_ (3
wWhrs

P{M), rl:":. U{H} - pﬂh&h”lt?, frtq'u.r::j- "and mean
duration af sargin less than or
éequal to H. . -

5 (X) = probability of capacity outags
El equal kg X.
P‘C{E-I-HLft{t-I—H: = probabiiity amd Frequency of load
T greater than or egqual to [C-X-M},
C = instaliled capacity mimus capace
1ty on scheduled outage. .
8. {t).e (X} = departure rates from capacity
outage state I to states with
more ar less available capacity
" respectivaly.
L = summation over exact capacity
£ ' gutage scagag L.

The cumulative characteristics of load, Pg{-} ang
fz{-) are derived by scanning the hourly load walues.
The generation system values of 25(X) and opo k). are
detarmined by saccassively adding”the generating wnits
and utilizing relationships [4]-?51. The expressions
[4)-{6) are For 4 thres-stite model shewn im Figure 1,
in whiech the Etringificn rates between Eha derakbed and
failad states are ignored for simpl fcity.

gq:x} . pl_l;[:tl Ao piu = CIFOR # po(X - C JOFTA
{a}
ICEE
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PROBABILITY DISTRIBUTION FIWNCTIONS FOR GENERATION

HELIABILITY INDICES

Mahmes Sahinoglu
Department of Applied Statistics
Middle Bast Tachnical Univeraity, Turkey

Abstract = The primecy objective of this research
1a ter amalytically develop probability density funce
tions (p.d.f.} for che widely used power peneration
teliability indices, Loss of Load and Unmserved Energy,
The equationrs te calculate the paramsters of the dig=
tributionz of these indices vpon a presceribed load
plan are derived. In order to develop the theoretical
structure for the preblem stated, clagalcal and deci-
sion theoretic (Bayesian) staristical inference are
wged ag majot tools along with the univariate and
multivariate asypptotic theory. Conesquantly, an
approximate mnumerical mulciple integration schems is
ﬂpluyad. o compute the parometers of the asymptotic
nermal demgities of the reliabllity indices for che
ganple power networks. The authors believe that this
statistical approach offers a more realigrle alrerna-
tive to the conventional reliability evaluvation in
pgeneration systems; that is, to the calculation of an
averaged walue for the Loas of Load and Unserved Energy
whera outapz data is traditionally agsumed to be deter-
ministic with cartainty.

THTRODUOCTION

In the past decade or two, a sumber of techniques
hawe been developed [2-9] for calculating the waricue
measures of the reliability performance of the pener—
ating: syatemz in powdc netwerks. TIe all these metheds,
invariably sutage data are presupposed bto be deter-
minisede, and chus the reliabilicy index caleulated is
quoked &5 one oumber. The past history collecked For a
generating unit is often inadequate, and is a mixture
of asturate snd inaccurate date, Thus any computa-
tional geheme baged on such a hiztorical record i sub=
ject to error propagation in the computation of relia-
bility indices. The awaveness of the need for infor—
mation related to the varfation of the rellability
indox around ire mean has besn recenktly investipated
[10=18], by primacily employing various algebrale
expanslon techniques such as Tayler's series to appro-—
winate the esxpected wvalue and variance of the index
without any statistical {(analytical} closed-form re-
prerentacion. This paper, however, is an endeavor to
extend the work in this area by obtalning the asymp-
totic distributioma of the twe well-knewn reliabdilicy
indices 8o as teo more realistically represent tha be-
havior of the system rellabilicy performance.

The eomtribution of chis paper is in deweloping a
stacistical closed-form density function for the random
variables of Interesc, Loss of Lead index {in hours)
and Unaerved Energy index (in Megawatt-Hour}, The
paper also establishes a theoretical frame work which
may be used in aimilar snalyeis. This paper, however,
is mot concerned with analyzing the dats of any pac-
tigular system. The paper also presents a computerized

A2 JPGC al3- g A paper recommended and approved by
the TEEE Power System Engineering Commiteee of the
LEEE Power Enginesacing Soclety for presentarien at
the 1901 IFEE/ASME/ASCE Jolar Power Generstion Con-
ferance, Octoher 17-32 _LMLEEMMM%mr.
Colorada, Maouscript submicred Decenber 10, 1981:
made availakle For printing August 30, 1982,

M. T. Longnecher
The Institute of Statistice

— ANALYTICAL APPRUOACH

L. J. Ringer [ Sinsh ALK, .ﬂ.:pnuh
Electrical Englneering

Texags Ak University, College Station, Texas

algorithm in FORTRAN IV digiral prograsming language
for estimating the psrameters of thece digstributions.
ni- and muletfivariace discribucion I:hmr],l, im
terns of hoth clageical and Bayesian inferences are the
bagic teola in building che theoreatical structure for
the probability densibty functions of the Loss of Load
and Onaerved Energy indices. Appropriate limicing
arguments inherent in most power netwoerks are utilized,
As a computational method co dmplenent the developed
alporithm, a numerlicsel muiciple Integracfeon rechnique
is applied for satisfactory COMYRETRRTCA, The .a],ap'ri:hm
is exemplified by applying it to several generation
natworka., :

HHY DERSITY FUNCTLORS?

Though the mean and variance of Indices provide
ugeful informatfen, the density function complecaly
characterizes the bobavior of these lndices. The den—
sity functiona are especlally useful when the effects
of Loss of Load and Unserved Enargy index are non=
linwar.

Errar propagaticn in reliabilicy compucations
becanse of putage data uncertainty can be indicated by
quoting confidence ilctervals for the indices, These
intervals can be aobtained h}l appropriace Hnip‘ulntmns
of the discribucion functions. Fucthermore, in power
generatlon planning, the comparison of several alter-
natives can be made by exandning the saverage waluwe of
reliabllity indices. The dietribution of the Indlces
mugt be known in order to conduct statistical tests of
hypothesis concerning the average value of the Iindices.

LOSS OF LLAD AND UNSERVED ENUHOY

The wall-gceepred Loas of Load Probability
(L.0.L.P.) index expresses the probability of the capac-
ity on forced gutage exceeding the rescrve capacity in
the penmeration ayaten for a defined period of atudy.
The LeCuL.F., multiplied by the pericod of study gives
the expected nuober of hours in vhich capacicy defi=-
clenciea exist in & single area nerworck (oot intercon—
nécted with others), 4AF & useful copplementary meaguce
to L.0.L.F., the Unzerved Energy indicates the expected
magnitude of loss of energy dn Mu-hr For the given
peried of study. The followlng notation will be used
chrowghout, Por which reader is referred to Fig. 1.

TOTCAR v the total fetalled caprelty of the generating

aystem

L ﬂ' the peak system losd forecast constant for

houir j. (Wo forecast etrors assumed)

Iy

sum of capacities for generating units on
] planned oucage (mafuntenance andfor ahut dosn)
for hour j.

the sy=ztem reserve capacity for hour j

(ToTCar - M) - 1.1,

syares capacity or forced outage (ignoring

maintenance and shutdown howrs) where cutage

cannot be postponed heyond the next weekend,

&) (=] L Enerpy in Mw not supplied given capaclty on
foreed ourtape 45 ¥ ac hour 3.

[L -fTUI‘C.ﬁ.[‘—!{j—K:II

b
(=001 -2 =]

L]ed

i
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The Limit of Sum of Markov Bernoulli Variables
in System Reliability Evaluation

Mehmet Sahinogln, Member [EEE
Middle East Technical University, Ankara

Key Words — Markoy Bernoulli variable, Compounid Polsson
Process, System reliability

Reader Aids —
Purpose: Widen the state of art
Special math needed for derivitions: Probability, Stochastic
PrCesses
Special math needed to use resulis: Same
Results usefiul to: Theoreticians, Reliability analysts

Summary & Concluvions — For 2-state malniainable and
repairable systems modeled by nonstationary Markov chains, a
limiting compound Poisson distribution is derived for the sum of
Markoy Bermoulli random variables, The result is usefal for
estimaling the distribution of the sum of negative-margin hours
in & boundary-crossing scenario regarding any physical system with
inter-arrival times of system fallures that are negative-cxponentially
distributed, where the positive- and negative-margin states demole
desirable and undesirahle operating conditions. Three test cases
friom the IEEE Reliability Test system are anslyzed.

The mean and variance/mean ralio are penerated for each
case (lhe wnity ratio denotes a pure Poisson process). The basic
result of compaund Poizson distribution estimation for the sam of
Markov Bernoulli random variables with varying probabilities con-
tributes to solving the problem of estimating the distribution of the
popular reltability index {comulated boss-of-load hours) in large
eleciric-power generation systems, where the hourly load demand
varies. The compound Polsson process is a consequence of the
counting process for the negative-margin hours sccumulated at each
system-breakdown. The Markoy (non-mpeing) property of the com-
pound gesmetric dstribution confirms the initlal Markov Bermoulli
wawmption as well as the Markov property of the inter-arrival times
of the system breakdown or Failure. Thus, it is no coincidence that
the limiting distribution is a sum of Markey Bernoulli variatsles
resulting in a geometric Poisson distributbon.

The derivation of the mean and variance of the compound
Poisson  distribution, in a physical l-state mointainable amd
repairable system with the defined boundary-crossing scenario, for
thve limsiting sum of Markoy Bernoulli r.v, s, contrary to a previoes
Markiw binomial sssumption is new. The capacity to infer the pro-
puosed compound Polsson distribution through the mean and
variance/mean ratho and using the compound Poisson tables is an
additional convenience. Such a procedure Is pecessary in large
asymptidic system studies, such as in the eleciric power networks
with varinhle success probabilities for ithe Markov Bernoulll ran-
dom variable.

. INTRODUCTION

The sum of & Markov Bernoulli sequence with non-
constant probability of seccess is studied. The result is a com-
pound Poisson distabution where the compounding distribution

is geometric. The metivation lies in the derivation of the com-
pound Poisson parameters for the sum of Markov Bernoulli
variables in the event of non-constant success prohabilities rather
than in the Markov binomial assamption of constant sucess
probability [3]. Such properties are inherent in some large
systems with asymptotic solution, as in electric-power genera-
ticn systems investigated for & long period, eg, one year, An
IEEE Reliability Test System [6] is wsed as an example
mplementation.

2. NOTATION

¥ Mon-independent (nonstalionary) and non-identical
Markov Bernoullicrv.;i= 1, ..., n, ..., ¥, 0 = suc-
ceas, 1 = [ailure

Fi. @ success, failure probability of ¥,
implics an average over { = 1, ... N

P success probability for Markov binomial r.v. in sia-
Lionary case

] failure prohability for Markov binomial andior
geometric 1.y,

T auto-correlation coefficient of ¥, ¥,

Py probability of being in siae &, given that the Markov
chiin started at state f

5. sum of ¥ over & = 1, #; it is a compound Poisson
r.v,

g variance/mean for 5,

X, OF Xy Xy number of demands by custonser & or the
number of cars invelved in car accident n; geometric
v’y

0 arrival rate for geometric Poisson r.v. & mean of 1

pef probability generating function

K Laplace (dummy) variable for pgl

i) Wefold convolution of {fix)}; =g, probability of W

customers placing a total of x demands. (1) = 1.
Oilym). 07 (0fn)  zero functions that go 1o 2éro as'n goes
1o infinity
TOTCAF  installed total capacity for an isolated electric-

power generalion system
L load forecast at each discrete hour §

X unplanned forced outage, r.v,

i power margin at hour f; TOTCAP-X-I,

Uy unavailability index, sum of negative margin hours in
the power system; 5, forn = ¥

MTTF, MTTR  Mean time to failure, repair for a generating
unit

Other, standard natation is griven in *'Information for Resders

& Authors™ at the rear of cach issue,
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Abstraet

Mutation analysis is a well-studiad method of measuring test-case adequacy.
Mutation analysis involves the mutafion of a program by introduction of 2 smal
syntactic change in the software. Existing test data sets are then everuted aginst
all these mutant programs. 1 the test data set s adequate for testing Lhe original
program, it will distinguish all of the incorrect mutant programs from the original
program. As an ad-hoc procedurs, 2 stepping eritation is convestionally based o
a gven *Y% of the mutants to be distinguished” with 2 certain “confidence level
of X%" over a multiplicity of random test cases,

Albematively, we propose & Bayes sequential procedure for testing Hy: p= py
(acceptable fraction of live mutants to demonetrate good quality) vs, 4 p=p
{unacceptable fraction of ve mutants to demonstrate bad quality). This derives 2
sequential probability ratio testing [SPRT) that is the most economical sampling
scheme with given prior probabilities, decision and sampling cost functions, The
implementation of our propased method on & sample program shows the cost effec.
tiveness of the new technique as compared to the exrent. deterministic approach,
which was nat structuted by statistical hypothesis testing,

Cumently visiting Purdue Univetsity from Middle Eagt Techrucal University (METY), Ank
Tuzkey on a Fulbright Scholarship, suppeet which is ratefully acknowledged,
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Compound-Poisson Software Reliability Model

Mehmet Sahinoglu. Member, JEEE

Abstraci— The probability density estimnfion of the mamber
of software fallures im the event of dustering or clumping of
the software fablures is the subject of this paper. A discrete
compound Poisson (CP) prediction model, as opposed to o Peisson
Py process, is proposed for the ramdom varkable (7} Yo,
which is the remaining number of software Failures, The com-
pounding distributions, which are assomed to govern the failore
sives al Pulsson arrivals, are respectively taken o be peometric
when failures are forgetful and logarithmic-series (LS1) when
failures ure contagious. The expected value (o) of Yo of CF
Is calculated as a function of the time-dependent Poksson and
compounding distribution based on the failures experienced, Also,
the g (variance/mean) parameter for the remainiig number of
failures, gum is hest estimated by gpeu from the failures already
experienced, Then, one obtains the pdf of the remunining mumber
of failures estimated by CPrg). The CF model suggests that the
CF is superior in Polsson where chimping of fallures exists, lis
predictive validity is comparable to Musa-Okumote’s (MO Lag-
Poisson Model for certain software Failare daia with g=1 when
sofiware Failares clump within the same CPU second or undd time.

Index Terms— Compounding density, failure bailch sice, geo-
metric, logarithmbc-series, Poisson process, software reliability.

I INTRODLCTION

HE ESTIMATION of the probability distribution fune-
tions (pdf) of software relishility indexes s currently
a research topic of considerable inferest o software engi-
neers and siatisticians, The notion of software reliability,
the probability that the software will work without o Filure
for a specificd period of time under specified conditions,
is an important measure of software quality. [n addition to
the “times-between-failures” models, o nomber of “Tailure-
coent” models hus been proposed where the inlerest is in
the prediction of the number of nesidual failunes inoa fulure
time interval rather than in the mean wmes o failures (MTTF)
[5]. [6] [11]. For & survey of other skaistical procedures,
the interested reder should see Ramamoorthy and Bastani
[27]. The homogeneous or nonbomogencous Posson process
{MHPP} alone does not statistically satisfy the requirements of
1 certain counting process at thoss epochs of failures that occur
in bunches within the specified CPU seeond or me-unit.
The Poisson approach must possess the “orderliness”™ prop-
erty, which dictates that the jumps of the counting process
Nit) should be of strictly unil magnitude with probability one
{w,p.0} [3]. [4] 18]. Some other types are said 1o belong 10
a class of complex stochastic-state systems in which softwans

Manuscript received Juby 5, 199k mvised February 24, 1992, This sk
was saprpaited by m Fulbright scholarship and by the Science and Engineeriag
Wesganch Council. Recommended by F. Bastani

The authar is wiih the Middle East Techmical Usivessioy (METUL Ankara,
Turkey 531

IEEE Log Mumber 920015,

fallures will tend 1o occur in cluslers in a software operational
environment [2]. The sum of multiple counts in the discrete
time domain is known to be distributed s compound Poisson
(CPF). where the mean differs from the variance [1]. [3]. [4].
[21-[11], [14]. [15]. [19H22].

The compounding pdf, as assumed in this paper, is twofeld.
Ii is either the peometric density with its forgetfulness prop-
erty, 1 govern the failure-stze {x > 1) distribution, A Poisson
process is only a special case of the generalized CF, ie,
givariance/mean)=1. Mote. the symbal * denotes that the paren:
diszribution to the left of * is compounded by the compounding
dissribution 1o the right of * [14]. Smilarly, a publication on
the Poisson Geometric distribution of the loss of load hours in
electric power svstems, has studied the limiting sum of Markov
Bernoulli variables [10]. Otherwise, one uses o logarithmic-
series distribution (LSD), for the jump sizes, with its true con-
tagion property. The sum of LSD rv’s governed by a Poisson
counting process produces a generalized CP, which is simply
a negative binomial distribution (NBD) [1), [14]-{18]. [22].

[I. GEMERALIZATIONS OF THE POISSON MODEL

The Poisson theorem [3]=[5], [13], [21], [22] asserts that a
counting process is Poisson if the jumps in all intervals of the
same length are identically distributed and independent of the
past jumps {stationary and independent increments) and the
evenls pocur one al @ ime {orderliness), However, interarrivil
limes may be cxponentially distributed, but this is oot sufficient
to prove the process is Poissen, The point of the preceeding
discussion is to show that the interrencwal fimes must be
independent in order o esiablish that a counting process is
indeed a Poisson process [12, p. 434],

Lel us observe two gencralizations of the Poisson process
[28]: The First is the CF process, which is the provess obialned
if the arderliness peoperty is dropped from the Poisson thearem
and replaced with the following.

Starionary Jumps: Let ¥, be the size of the #th jump, whese
{#on=1,2..} areiid s Let J(t) be the number of jumps
that occur during ((L1]: then, Mit) is @ Compound Poisson
process where, N{f) = &) + &2 = . + &gt = 0

The second geseralization is the NHEP [3], [4]. obtained
by dropping the stationary increments property in Poisson
theorem and replacing it with the “time-dependent increments™
property, where the Poisson arrival rate 3 varies with time r,
g, in software testing [23]-[25] or ambulance calls during
an ordinary day.

1l TRUMCATED Poisson GEOMETRIC MODEL

A CP process with a specific compounding distribution
in mind has intersrrival times as negative exponentially dis-

01a2-HH289 0000 & 15T IEEE
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Application of Monte Carlo Simulation Method for the Estimation of
Reliability Indices in Eleciric Power Ceneration Systems

Menvmer SAHINOGLY, Ayze Seviap SELCUK
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Abxtract The aim aof this siudy is o calcuiale the indices which deseribe the miisiilty of power gererating sys-
lems by wing Monte Carlo Simulabien Method, The relisniiity indicss chfined from he proooses method are
comcared with 32 gensraimes wiars he wnils funclionally degend an eeen alhar snd fail with reoect 10 3 Mult- -
varate Sxponental Jisirbution (MVE). Further. ‘he mode i 1o De generalizen for l@ngar sleciic cower sysEme.

Fay Wards: Monte Cano Smuialion, muitfvaniae evcomental oisnbution, slecrc power opstom refiatyiy-ingiess.

Monte Carlo Benzatim Yantemiyle Elekirik Enerfl Oretlm Sistaminda
Ghvenlliviik Endekslerinin Tahmini

drate Tielorik arerfi sereesi, yileed SOravde givenifiil Sekdanen sistemieris tagrcs geir. Bu caremann ama-
o Mone Cafo Benzetim yonternini kullararal eredi dretim sistarmierinin gluenimlTgie Eremiayan andeksien ne-
sagfamakir. Birtinenye fonksyonel darsk tadimb olup ok dedisen Gsil caQim kuralne gfee 123 \eoen 32
Jareraeruk B fretim sisieminge Monte Canlg Berzetim ynmmiyle sds swien sncshsler yving Tl simETcE soa
ecilen amaliik gdadrmilers arplagmimesar ve yonterm dara gendy sistember igin genelsinimisin,

Anahtar Halimeler: Monte Cara benzetimy, cok dedishendi ! decditim, sisem gveriintile angeicien,

IntTroducton

Tre gysiem mefiabillty problems arise in sreas such
4% Communication networks- sleciical cower sysems,
rarsporiation sysiams -of Manufscuning sysEms. A
very Imocrant alament in R cesicn and cceralicon of
Z mymam [§ 2 ssimaticn of ihe Imoact of e unrali-
aciity measura which must be quantitadvery deflned
ior IMEMcYament Surposes,

Tre raliagiity of 2n slecmic susoly sysem B defi-
red 3z the protapiity of providieg users with continu-
tus s=rvice of salisiaciony quality within prescribed -
lerancz for e dme ferlod erwisaged wrcer the
cohditions encountersd, The chjective of this swudy is
o cloiae the indicas which dascrite he religbility
of power gensrating systems by Monte Carla Simulati-
cn methed and then 1o compare 0t wilh (hese of the
esidlli=Ned analytical resulls which are descfied in

Bafton et al. (1582} [BL Tre procosed mooel simu-
lates the cezuring andem events and e coersticnd
dedisicrs f3ken, Thus, e gereraling sysiem £ opsre-
&l and giannet through @ moce! in 2 manner witic
cosaly simulates e reality. The acuel sysiem Tvens
are simulated nour afer hewr, IF 2 digitsl comouter is
=24, this dmuisticn &5 acsmplisned ot @ elstvaly
fegh speed. The simuadon meodsl & periormed or 3
58Mole system havirg 32 gereaiors for 3 sady ped-
od covering 28 hours, Furher, It 5 1o Do generajized
for larger sysmms.

The pratlem considersd -in this siedy can £2 outli-
Aed 25 icfows: A ferced oukes describes ine seE of
4 comporent wren it s ol available o cerloem s
interced furcicn dug o seme crance sveni Cirecly
aszooiated with [hal comperant o e fgken cut of
servics immediately. A sysism comprising suen irdivi-
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A STOPPING RULE FOR A COMPOUND POISSON RANDOM VARIABLE

PAUL RANDOLPH
Information Systemr and Quantitative Sclences, Teexas Tech University, Lubbock, TX T9402-2101, U.S.A.
AND
MEHMET SAHINOGLU
Departmend of Statistics, Middle East Tecknical University, Ankara, and Dolacx Eylul Unlveraity, Jumir, Turkey

SUMMARY

;nnpﬁm!lmpir[m Bayesian stopping rule for the Polsson compounded with the grometrds distribution

@mmmmbhpdmﬂuuﬁqumﬂwm.me
checkpoint In time, either the software satisfies a economic criterion, or clse the softwars testing is

KEY WORDS mmpmd?qtnnu;ﬂawﬂmmalyﬂ:mmlngndu

i. INTRODUCTION

There are many examples in which events ocGur according to the Poissen distribution, and,
furthermore, for each of these Poisson events ons of more other events can occur, For example,
accidents of sutomobiles on.a given highway might follow a Poisson, but the number of
infuries fuﬂnwsaoumpamdPuissmlumtherenmplc,if the jobs in & manufacturing firm
oomsnﬁ'mlimmrdjngtnll’nlmdisﬁhnﬁm.ﬂimﬂmnumbaofdufmisdmdhumd
mﬂingmmnmmpwndrnism‘lnﬂﬂspupﬂm:ppucaﬂnnmﬂbcmtﬁﬁnaaf
mﬁwmﬁmhm:pﬂmﬁumﬁunhg&wmﬂngnflmnwmmugumisumm
heduuhuncurmammﬁwmfummInlﬂump,'mdifmd.islﬁbutimnfﬂunumbuuf
interruptions is Poisson, then the distribution of the number of clumped failures is compound

to use the software package on a set of problems, and whenever the testing is interrupted
bmuormmmmmgmumiﬂgfnﬂm.umuﬂu are comected, the softwars re-
compiled, and computation is re-started. This testing can continue for several days or weeks,
_with the number of failures per unit ime becoming fewer and fewer. Finally, & point is reached
when it seems that all the software faults surely have been removed, at which time the software
can be released to the ead user.

However, when testing is stopped and the software released, one is never completely
certain that all softwars faults have been found. Most likely there may be still a very small

COC 8755-0024/95/020135-09 Received 18 May 1993
& 1995 by John Wiley & Sons, Ltd. Reviged 4 January 1993
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Alternative Parameter Estimation
Methods for the Compound Poisson
Software Reliability Model with
Clustered Failure Data

MEHMET SAHINOGLLI® AMD UNAL CAMN®
! Depariment off Statistics, Dotz Eydil Uraversity, Jomir, Turksy
? Sterte Fustimute o Stavisiics (DULE.), Istambul, Turkey

STALMARY

The ‘compound Poisson’ (CF) software reliability model wa: proposed previowsly by the first named
amthor for timebetween-failore data in terms of CPU seconds, msing the ‘maximum llelihood estimation’
(AMLE) methed fo estimate unknown parameters; hrncgﬂP‘\ilI However, another parameter estimation
technique iz proposed under ‘nonlinear regression amalysic' (NLE) for the compound Peisson reliability
model, giving rize to the name CPNLE. It is observed that the CF model with different parameter
estimation metheds, produces equally satisfactory or more favourable results as compared to the Muosa-
Olmmoto (AW-0) model, p:rtu:nhrl}' in the event of zrouped or clustered (clomped) software failure data
The sampling unit may be a weel, day or month within which the failore: are dumped, a: the error
recording faclifies dictate in a software testing environment. The proposed CPNLE and CFMLE vield
comparatively more favourable resmlfs for certuin software fallure data structures where the frequency
distribution of the closter (clhomp) size of the software fallures per week dizplays a mesafive exponemfial
behavionr. Average relative error (ARE), mean squared error (MSE) and average Eolmogorov—Smirmov
(B=5 Av D) statistics are wsed as measures of forecast quality for the propesed and compefing parameter-
etimation techniques im predicting the number of remaiming fofure failure:s expected fo occur umfi a
target stopping tme. Comparisons on five different sommlated data sets that contain weeldly recorded
software failores are made to emphasize the advantages amd disadvantage: of the competing methods by
mean: of the chromslogical predicion plot: around the frue target valme and zero per cent relative error
line. The proposed generalized compound Poisson (AMLE and NLE) methods consstently produce more
favourable predictions for those software failure data with negative exponential frequency distribution of
the failore clump size versus number of weelss. Otherwise, the popularly wsed competing M-0 log-Poisson
madel it a better fit for those data with a uniform clump size distribution fo recogmize the log-FPoisson
effect while the logarithm of the Poisson equation is a constant, hence uniform. The software amalyst is
urged to perform exploratory data analysis to recogmize the nature of the software failore data before
favouring a particolar reliability estimation method. © 1997 by John Wiley & Sons, Ltd

Sofiware Testng, Vel 7, 3557 (1987)
(Mo. of Figures: 10 Mo. of Tables: 3 Moo of Refs: 31)
EEY WOBRDS compound Poisson (CF); mawnmm hkelihood estimation (MLE); noolinear regression (WLE);

MamaClomote (M0, chistered failores; swverage relatdve amor (AFRE); memn squared amor (MSE); average
Eolmomoron—Smimmey statistic (E—5 Av.IL)

* Commesponding author.

COC (S60-0833/27 01003523 Rocerved 24 Apeil [984
£ 1997 by Jobm Wiley & Sons, Ltd Revised 25 Decombar 1003
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Stochastic Bayes Measures to Compare Forecast
Accuracy of Software-Reliability Models

Mehmet Sahinogly, Senicr Member, IJEEE. John I. Deely, and Sedat Capar

Absmract—ARE (absolute relative error) and 5qRE (squared
relafive error), are random variables that are suzzested as
measurements of forecast accuracy of the total nomber of
estimated software failures at the end of a mission time. The
purpese is to compare the predictive merit of competing software
reliability models, an important comcern to software reliability
analysts. This technique calculates the Baye: probability of how
much better the prediction accuracy iz for one methed relative
to a competitor. This novel approach is more realistic, in the
assessment of predictive merit, than a) comparing merely the
average valoes of ARE and SqEE a: conventionally done; and b)
Conducting statistical hypothesis tests of pair-wize means of ARE
and S5qRE, an approach somewhat more semsible thamn a), becanse
b) incorporates variability of predicted valuoes, which a) does not.
To implement this techmique, first noninformative (across the
border) are wsed and then informative (specified) priors. For the
informative case, half-normal priors are placed on the mean of
the ARE or SqRE random wariables, becanse these means are
hypothesized to remain peaked around zero relative-error (ideal
error percentage). This problem is related to the general problem
of ranking wimal means discussed in the literature by Berger
and Deely (1988), and is a follow-up to an invited research paper
presented at ISI-27 by Sahinoglu and Capar (1997).

Index Terms—Bayes, forecast accuracy, informative, noninfor-
mative, pairwise comparison, relative error, software-reliability
model.

ACRONYMS!

pdf probability density funchon

v random vanable

MLE maximum likehhood estimate

ERE relatrve erTor

Noration:

& chackpoint between 1 and i

e true mumber of software fathwes over b= 1.,,,.1m

Ligupe _.-|l,|=1 W

-*'-;'.11'.['[-'} forecast value of the total oumber of software fail-
ures estimated at time point 1 < < n

Xy emmor £v., ] = 1, 2 for the two methods being com-
pared

ARE abzolute KE
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''The singular and plural of an acronym are always spellad the same.

AvRE average BE: anthmete average of ARE(E)
AvSgRE  awerage SqRE: arithmetic average of SqRE(K)
CPMLE compound Poisson MLE

CPNLE.  compound Poisson nonlmear regression

MO Muza—Okumoto loganthmic Porsson (method)
S5gRE squared RE

55qRE sum of SqFE over i sampled checkpomts

I. INTRODUCTION

HEERE IS increasing pressure to develop and quantfy

measures of computer software reliabality [8], [18]. With
the ascent of software reliability modsls, there 15 even more
pressure to assess the predictive quality of these measures, both
in their “goodness of §t” and “pawr wise compansons™ [6], [2],
[14]-[17]). However, the cwrent methods, to compare these
softwrare reliabihty models, use constant measures and hence
their results do not reflect the vanability mherent in the obser-
vations. In parficular, forecast acowracy of varous methods are
compared through measures such as AvEE and MSE (mean
square ervor), both of which are constant measures. These
do not consider the effect of stochastic vanabihity. An earher
suggestion was to devise and study more precize methods for
choosing the best predictive proceduwre through frequentist
methods, such as two sample f-tests of equality of means, which
consider this inherent vanability. In addifion to assessing the
quality of fit to zero BE of an indnidual model, companisons
between competng meodels were conducted by f-tests. Such
research was necessary to choose between the many new and
old reliability models [15]. The research m this paper proposes
and studies several new and particularly, actual data-supported
Bayves methods of assessment, which acknowledge the presence
of stochastic vanation m the observed sequence of failure data,
assumed or selected to be S~-mdependent [16]. [17].

The authors have already compared paos of certamn reliability
models” forecast accuracy using stahistical hyvpothesis tests m
the frequentist sense. It was observed that a constant differ-
ence between the means of rv. ARE, 1e_, the AvEE of any two
methods did not necessanly prove -,'—flgnl.ﬁcant as to which of
two competing estimation procedurss was better. An alternative
way of measurement through a more severe squared penalty re-
flected m rv., SqRE is also considered in all caleulations in
thiz study. Thiz paper bnngs a new dmmension to the compar-
ative assessment of the predictive acewracy of two compehng
methods. In developmmz Baves methods, an innovatrve new ap-
proach 15 proposed, not only to allow for deciding which method
15 better, but additionally to quanttatmrely desenbe how much
one 15 better than the other. This 15 done by expenmenting with
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This paper argues that software lesiing can be less thorough yet more efficient if applied in a
well-managed, empirical manner across the entire Software Development Life Cycle (SDLC). To
ensure success, lesting must be planned and executed within an Earned Value Management
(EVM) paradigm. A specific example of empirical software testing is given: the Empirical
Bayesian Stopping Rule {EBSR). The Stopping Rule is applied to an getual Department af
Defense (DoD) software development to show potential gains with respect fo archaic lesting
methods that were used. The result is that a considerable percentage of the particular testing
effort could have been saved under usual circumstances, had the testing been planned and
execuled under EVM with the Empirical Bayesian Stopping Rule algorithm.

1. Introduction

Across the DoD and the general software industry, there is a drastic disparity in SDLC test planning
and management. Businesses waste tremendous resources by not planning, developing, or testing software
in an efficient, scientific manner. EVM is misunderstood and misused, planning is not comprehensive, and
testing is not pervasive throughout the SDLC. There are methods of efficiently managing an SDLC

Transactions of the SDPS JUNE 2002, Vol. 6, No. 2, pp. 107-114
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Parity Bit Signature in Response Data Compaction

and Built-In Self-Testing of VLSI Circuits
With Nonexhaustive Test Sets

Sunil B_ Das, Fellow; JEEE, Made Sudamma, Mansour H. Assaf Member, JEEE. Emil M. Petrin, Fellow; IEEE,
Wen-Ben Jone, Senior Member, IEEE, Enshnendu Chalxabarty, Senior Member, IEEE, and
Mehmet Sahinoghy, Semior Member, IEEE

Abstract—The desizn of efficient time compression support
hardware for built-im self-testing (BIST) is of great importance
in the desien and manufactore of VLSI circmits. The test data
ountputs in BIST are ultimately compressed by the time compaction
hardware, commonly called a response analyzer, into sigmatures.
Several output response compaction techniques to aid im the
synthesis of such support circwits already exist in Literature, and
parity bit signature coupled with exhanstive testing is already well
known to have certain very desirable properties in this context.
This paper report: new time compaction technigue: uwtilizing the
concept of parity bit signature that facilitates implementing such
support circuits wiing nonexhamstive or compact test sets, with
the primary objective of minimizing the storage requirements for
the circwit under test (CUT) while maintaining the fault coveraze
information as best as possible. Recently, Jone and Das proposed a
multiple-ontput parity bit siznature generation method extending
the basic idea of Alkers, for exhaunstive testing of digital combina-
tiomal circuits, where, given a multiple-output circuit, a parity bit
sizmature is generated by first XXORing all the outputs to produoce
a new output function and then feeding this resulting fumction
to a single-ontput parity bit signature generator. The method, as
shown by the authors, preserves all the desirable properties of
the conventional single-output response analyzers and can also be
easily implemented by wiing the current VLSI techmolozy. The
smbject paper forther angments the aforesaid comcepts of Jome
and Daz, and proposes a multiple-output parity bit signature for
nonexhaustive testing of VLSI circwits. Design algorithm: are
proposed in the paper, and the simplicity and ease of their imple-
mentations are demonsirated with examples. Extensive simulation
experiments on ISCAS 85 combinational benchmark circuits nsing
FSIM, ATATANTA, and COMPACTEST prozram: demonstrate
that the proposed signature generation method achieves high fanlt
coverage for single stwck-line famlts, with low CPU simulation
time, and acceptable area overhead. A performance comparisen
of the desizned time compactors with conventional space-time
compaction is also presented to demonstrate improved tradeoff for
the mew circuits in terms of fanlt coverage and the CUT resources
consumed contrasted with existing desizms, and to appreciate the
resulting performance enhancements.

Mlamscript received December 15, 2002; revised fune 29, 2003, This work
was supported in pant by the Wahwal Sciences and Engineeninz Fesearch
Council of Canada under Grant A 4750.
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Index Terms—Built-in self-test (BIST), circuoit under test (CTUT),
multiple-output parity bit signammre generation, nonexhanstive or
compact test sefs, parity testing, space-time compaction, stuck-line
famlts, time compaction.

L INTRODUCTION

5 the digital design moves through increased levels of mn-

tegration densities, it 15 deswable that better and effectnve
methods of testing be made available to ensure reliable systems
operation. Frankly speaking, the concept of testing has broad
applicability, and as such, findimg efficient testmg techniques
that guarantee correct systems performance has attracted con-
siderable attention of the testing community for qute sometimea
[1}[32]. The comventional testing techmques of digital svstems
require application of test simuli generated by a test pattern
generator (TPG) to the civenit under test (CUT) and subzequent
comparison of the produced responses with known comrect re-
sponses. However, for large cireuits, becanse of higher storage
requrements for the fault-free responses, the procedure turms
out to be rather expensive, and hence alternative approaches are
sought. Built-in self-testing (BIST) 15 a design approach that can
significantly improve the testabibity of digital circwts and save
testing time. It combines concepts of both built-in test (BIT) and
self-test (5T) in one termed bwmlt-in self-test (BIST). In BIST,
test generation, test application, and response venfication are
all dome through bwli-in hardware, which allows different parts
of a chip to be tested in parallel, reducing the required testng
time, besides eliminating the necessity for external test equip-
ments. A typical BIST emironment, as shown mn Fig 1, uzes
a test pattern generator (TP() that sends 1= outputs fo a circwt
under test ({CUT), and the resulting output streams from the CUT
are fed imfo a response data analyzer A fault 15 detected if the
CUT responze1s shown to be different from that of the fault-free
circuit. The test data analyzer 15 comprised of a response com-
pachen nmt (F.CUT), a storage for the fault-free responses of the
CUT, and a comparator.

In order to reduce the amount of data represented bv the
fault-free and the fanlty CUT responses, data compression 15
used to create sizmatures from the CUT and its comresponding
fault-free cironrt. BIST technmigques use pszeudorandom, pseu-
doexhaustrve, and exhaustove test patterns, or even somehmes
on-chip stonng of reduced test sets. The standard respomnse
compacion unit 15 compnsed of a space compression unit and
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Fault Simulation and Response Compaction in Full
Scan Circuits Using HOPE

Sunil R. Das, Life Fellow; IEEE, Chittoor V. Bamamoorthy, Life Fellow, IEEE, Mansour H. Assaf, Member, IEEE,

Absiraci—This paper presents results on Fanlt simulation amid
response compaction on TSCAS 8% full scan sequential bench-
mark circuits using HOPE—a fault simulator developed. for
synchronons secuential circuits that employs parallel faull simu-
lation wiih heurisiics to reduce smulation time in the context of
designing space=elficient support harvdware for buili-in self-testing
af very lavge-scale integrated ¢ivenils. The techniques realized in
this paper talke advantage of the hasic ideas of sequence charac-
terization previously developed and ufilized by the authors for
response data compaction in (he case of ISCAS RS combin:ationl
henehimark circuits, using simolation programs: ATALANTA,
FSIM, and COMPACTEST, under conditions af hoth stochastic
independence and depéndence of single and double line ercovs in
the selection of specific gates for merger of & pair of cutpal bit
streams from o circuit under fesl (CUTYL These concepis are then
applied to designing efficient space compression networks in the

" case of foll scan sequential benchmark circuits using the Fault
simlator HOPE.

Index Termes—WBuili-in seli-test (BIST), eircait under test {CUT),
detectahle error probability estimates, fault simulation using
HOPE, Hamming distance, optimal sequence merpeability, re-
gponse compaction, sequence weights, single stuglk-line faults,
space compaclor,

[ INTRODUCTEON

TTH continued growth in semiconductor indusirics and

development of extremely complex systems with higher
levels of integration densitics, the real urge to find better and
more eficient methods of testing: that ensure reliable oper-
tigns of chips, & mainstoy of wday's many sophisticaied dig-
ital systems, has become the single most pressing 1ss0e o de-
signi and test engineers. The very concept of testing has a broad
applicability, snd finding highly effective test technigues that
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guarantes correct gystem performance has been gaining irmp
tance [1}-[57]. Consider, for example, medical test and dia
nostic instruments, airplane controllers, and other safety-c
ical systens that have o be tested before {off-line testing) 2
during use (on-line testing). Another application where faily
can have severe cconomic consequences is real-time (rams:
tiens processing. The testing process in all these circumstand
izt be fast and effective to make sure that such systems oper
correctly. In general, the cost of testing integrated circuils (I
is rather srohibitive; it ranges from 35% to 55% of their ko
manufacioring cost {7} Besides, testing a chip is also time ¢
suming, laking up to about one-half of the total design cycle til
[8]. The amount of time available for manufacturing, testi
and marketing & product, on the other hand, continues to
crease, Moreover, as a result of global competition, cuzlom
demiand Jower cost and beter quality products. Therefore,
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An Empirical Bayesian Stopping Rule in Testing and

Verification of Behavioral Models
Mehmet Sahinoghe, Senior Member, JEEE

Abstrace—5Software stopping rules are tools to effectively
minimize the time and cost imvelved im software testing. The
alzorithms serve to goide the testing process such that if a certain
level of branch or fanlt (or failure) coverage is obtained without
the expectation of farther significant coverage, then the testing
strategy can be stopped or changed to accommodate further, more
advanced testing strategies. By combining cost analysis with a
variety of stopping-rule algorithms, a comparison can be made
to determine an optimally cost-effective stopping point. A novel
cost-effective stopping rule nsing empirical Bayvesian principles for
a nonhomogeneon: Foisson counting proces: compounded with
logarithmic-series distribution (L5D) is derived and satisfactorily
applied to digital software testinz and verification. It is assumed
that the software failures or bramches covered, whichever the
case may be, clostered at the application of a given test-caze are
positively correlated, ie, contagions, implying that the occurrence
of one software failure (or coverage of a branch) positively influ-
ences the occurrence of the next. This phenomenon of clustering
of software fallure: or bramch coverage is oftem observed im
software testing practice. The rv. w,; of the failure-clomp size
of the interval is assomed to have L5D(#) and justified on the
data sets by employing a chi-square goodness of fit testing while
the distribution of the number of test cases is Poisson( ). Then,
the distribution of the total number of observed failures, or
similarly covered branches, X is a compound Poizson ™ L5D, ie.,
negative binomial distribution, given that a certain mathematical
identity bholds. For each checkpoint in time, either the software
satisfies a desired reliability attached to an ecomomic criteriom,
or else the software testing is allowed to comtinoe. By using a
one-step-look-ahead formula derived for the model, the proposed
stopping rule is applied fo five test case-based data sets acquired
by testing embedded chips through the complex VHDL moedels.
Further, multistrategy testing is conducted to show ifs superiority
to single-stage testing. Results are satisfactorily interpreted from
a practifioner’s viewpoeint as an inmovative altermative to the
whiguitons test-it-to-death approach, which is known to waste
billions of test cases in a tedions process of finding more bugs.
Moreover, the proposed dynamic stopping-rule algorithm camn
validly be employed a: an altermative paradizm to the existing
on-line statistical process comirol methods static in matore for
the manufacturing induwstry, provided that underlying statistical
assumptions bold. A detailed comparative lterature sorvey of
stopping-rule methods is also incloded in terms of pros and cons,
and cost effectiveness.

Index Terms—Bermoulli process, cluster effect, compound
FPoisson process, cost effective, effort domain, empirical Bayesian
analysis, failure or branch coverage, logarithmic-series distri-
bution (L5D), megative binomial distribution (WBD), positive
autocorrelation, stopping rule.
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I. INTRODUCTION AND MOTIVATION

HIS PAPEFR. descnbes a statistical model to devise a stop-
T ping crterion for random testng in VHDL based hard-
ware verification. The method 15 based on statistical estimation
of branching coveragze and will flag the stopping criteria to halt
the verfication process or to switch to a different venficanon
strategy. The paper gives some results on some VHDL descnip-
tions. This paper builds uwpon the statistical bebavior of farlure
{or fault) or branch coverage described in Section II. Applving
empincal Bayesian and other statistical methods to problems 1o
hardware venification, such as better stopping rules, should be
a frmtful area of research where improvements m the state of
the art would be very valuable. Techmically, the general con-
cept 15 questionable. However, the stopping-mle idea 15 gener-
ally accepted to be more rational than having no vahie-engi-
neenng judgment to stop teshng, as often dictated by a com-
mercially tght time-to-market approach [41]. There 15 actually
a large rumber of research and practical results available in sta-
tistically analyming hardware verification processes. All major
microprocessor compames heavily rely on such concepts. Mote,
fault= and farlures are taken to be synonymens here for conve-
nience.

When designing a VL3I system in the behavioral level, one
of the most important steps to be taken 15 venfving itz func-
tionality before it 15 released to the logie/PD desizn phase. Itis
widely believed that the quality of a behavioral model i= cor-
related to the expenenced branch or fault coverage during its
vertfication process [17]-[19]. [31], [5]1]. However, measuring
coverage 15 just a small part of ensunng that a behavioral model
meets the desired quality goal. A more important question 1s
how to morease the coverage dunng venfication fo a certain
level with a grven tume-to-market constramt. Cwrent methods
use brute force where billions of test cases were applied without
knowing the effectiveness of the techmiques used to zenerate
these test cases [17]-[19], [32]. [46]. One may consider behav-
iorzl models as oracles in industries to test against when the
final chip 15 produced. In this work, in expernimental sets in-
velved, branch coverage (in five data sets of DRI to DR5) 15
used as a measure for the quality of venfying and testing behav-
1oral models. Minimum effort for achieving a grven quahty level
can be realized by using the above proposed empinical Bayesian
stopping rule. The stopping rule guides the process to switch to
a dufferent testing strategy using different tvpes of pattern=, 1.8,
random versus functional, or using different set of parameters to
generate patterns or test cases or test vectors when the cwrent
strategy 15 expected not to inerease the coverage. This leads to
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ALIASING-FREE COMPACTION IN TESTING CORES-
BASED SYSTEM-ON-CHIP (SOC) USING COMPATIBILITY
OF RESPONSE DATA OUTPUTS

Sunil R. Das
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Ottawa, Ontario K 1IN 6N35, Canada, and

Department of Computer and Information Science, Troy State University Montgomery,
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The realization of space-efficient support hardware for built-in self<testing (BIST) is of grear
importance i the design and manufactuve of VLS circuits, Novel approaches to designing
aliasing-free space compaction havdware were recently propased in the context of testing cores-
based system-on-chip (50C) for single stuck-line faults, extending the well-known concepis af
conventional switching theory, specifically those of cover table and frequency ordering commonly
utilized in the simplification of switching functions, and of compatibility relation as wsed in the
minimization of incomplete sequential machines, based on optimal generalized sequence
mergeability, as developed and wiilized by the authors in earlier works. The advantages of these
aliasing-free compaction methods over earlier technigues are guite obvious, since zero-aliasing is
achieved without any modifications of the module under test (MUT), while keeping the area
overhead and signal propagation delay relatively low as contrasted with the conventional parity
tree linear compactors. Besides, the approaches could be applied with both deterministic
compacted and pseudorandom test patterns. The subject paper, without furnishing details of the
different algorvithms developed in the implementation of these approaches to designing zero-
aliasing space compactors, provides the mathematical basis of selection criteria for merger of an
optimal mumber of outputs of the MUT to achieve maximum compaction ratio in the design, along
with some resulis from simulation experiments conducted on ISCAS 85 combinational and ISCAS
B9 full-scan sequential benchmark circuits, with simulation programs ATALANTA, FSIM, and
HOPE.

Keywaords: Aliasing-free (zero-aliasing) space compaction, buili-in self-testing (BIST) in VLSI,
compatibility of response datq owiputs, cores-hased sysiem-on-chip (S0OC), module under resr
(MUTY
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Revisiting Response Compaction in Space for
Full-Scan Circuits With Nonexhaustive Test Sets
Using Concept of Sequence Characterization

Sunil R. Das. Life Fellow, IEEE, Chittoor V. Ramamoorthy, Life Fellow, IEEE, Mansour H. Assaf, Member, IEEE,
Emil M. Petriv, Fellow, FEEE, Wen-Ben Jone, Senior Member, IEEE, and Mehmet Sahinoglu, Senior Member, IEEE

Absirnei—This paper revisiti response compaction in space
and reports results on simulation experiments ovn ISCAS 89 [ull-
sean sequential benchmark cirewits using nonexhaustive (deters
ministic compact and psesdorandom) test sels in the design of

ce-efficient support hardware i the context of buili-in sell
testing (BIST) of ¥ LST circuits, The techniques used hevein ke
sdvantage of sequence charncterization s utilized by the authors
garlier in response data compaciion In the case of ISCAS 85
eombinational benchmark circulis nsing ATALANTA, FSIM, and
COMPACTEST, to realize space compression of ISCAS 89 full-scan
sequential benchmark civenits using simulifion programs ATA-
LANTA, FSIM, and MinTest, under conditions of hoth stochastic
independence and dependence of single and doable line evrors.

Index Terniy—ATALANTA, buili-in self-test (BIST), COM-
PACTEST, FSIM, fall-scan civcuits, MinTest, nonexhaustive
(deterministic compaet and pseudorandom | lest sets, sequence
characierization, space compaction, Y1LS1 circuifs.

L INTRODUCTION

% THE elecimonics industry continues o grow, infegration

densities and system complexities continue 1o increase,
anel the necessity fior better and more efficient methods of testing
to ensure reliable operations of chips, the mainstay of today’s
muny sophisticated devices and products, 15 being increasingly
realized [1]-[57]. The very concepd of testing has a cefatively
broad applicabilits, and Amnding the most effective testing tech-
nigues that can guarantce correct system performanee is of im-
mense practical significance, Generally, the price of tesling in-
tegrated circuits (I7s) is rather prohibitive, acceunting for 35%
to 55% of their tom] manufacturing cost, Besides, lesting a chip
is alsa time-conswming, taking up to sbout one-half of the total

M aniscript received Clesober 23, 2000; revised Moy 9, 2005 This wark. wns
spponied in pant by the Naturnl Sclences and Engineering Research Council of
Canacdi undes Giram & 4750L

S R, Dnsis with the School of Informution Techrmlogy and Enghicering
Fuculiy of Enginesring, Unidversity of Ottnwa, Ottnwa, ON KM GN5, Cunada,
ansl alin with the Departnset of Computer and Information Scienee, Tray State
University, Mamtgomery, AL 36103 USA.

. V. Bamamaarlhe is with the Departmsent of Electrica] Enginesring ond
Computer Sciences, Compater Science Davisson, University of Califormin,
Terkeboy, CA 94720 LISA {e-mukl: mm @euce berkel eyedul.

M, H, Assaf and B M. Petriu are with the School of Information Technadogy
and Engineering, Faculty of Engineerivg. Unbversity of Ciltnwa, Oltawa, 0N
KON GMS, Conmd

W-Ti Jone Is with he Depariment of Electrical and Computer Engincering
and Computer Seienes, Universaty of Cinciunar, Cincinnali, OH 45221 USA,

M. Sahinoglu is with (e Department af Computer and Information Scieioe,
Troy State Unlversity. Montguimery, AL 36103 LISA (e-mmiil: mesnE oy ecud,

Digetal Objeet Idemdifier 100 11T 2005835085

design cyele time. The amount of tme available for manufac-
turing, lesting, and marketing a product, on the other hand, is
on the decling. Mareover, as a result of diminishing trade bar-
riers and global compelition, customers now demand products
of better quality ot Jower cost, In order w achieve this higher
quality al lower cost. evidently testing methods need to be im-
proved. The convenGonal testing techniques of digital circuits
require application of test patierns generated by a test pattern
generator (TPG) Lo the cire pit under test (CUTY and comparing
the responses with known correct responses. For large circuits,
because of higher stormge requirements for the faull-free re-
sponses, the customary test procedures, thus, become very ex-
pensive, and, hence, altemative approaches are required (o min-
imize e amount of needed siorage [45].

Built-in self-testing {B1ST) s a design process that provides
the capability of solving many of the problems otherwise
encountered in testing digital systems. N combines the con-
ceps of both built-in test (BIT) and self-test (ST) in one
termed buili-in self-test (BIST). Tn BIST, test generation, test
application, and response verification are all accomplished
through built-in hardware, which allows different parts of a
chip to be tested in paralle], reducing thereby the required
testing time, besides eliminating the necessity for external test
equipment. As the cost of testing 15 becoming the single major
component of the manufacturing expense of a new product,
BIST, thus, tends to reduce manufacturing and maintenance
costs throngh improved disgnosis [1}-{53]. Several companies
such as Motorola, AT&T, IBM, and Tntel have incorporated
BIST in many of their products [6], [8]. [14]1-16]. AT&T, for
example, has incorporated BIST into more than 200 of their
IC chips. The three large progranmable logic armys (PLAS)
and microcode ROM in the el 80386 microprocessor were
built-in self-tested [52]. The general-purpose MicTOprocessor
ehip, Alpha AXP21164, and Motorola microprocessor 80240,
were alst lested using BIST technigues |8], [52]. More recently,
Intel, for its Pentium Pro architecture microprocessor, with its
unigue requirements of meeting very high production goals,
superior performance standards, and impeccable test quality
put strong emphasis on its design-for-test (DFT) direction [ 14].
A set of constraints, however, limits Intel’s ability to tena-
cipusly explore DFT and Lest generation techniques, viz. full or
partial scan or scan-based BIST [2]. AMIY's K6 processor is 3
reduced instruction set computer (RISC) core named enhanced
RISCES microarchitecture [15]. K6 processor incorporates
BIST into its DFT process. Each RAM arvay of K6 processor
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Measuring Availability Indexes With Small Samples
for Component and Network Reliability Using the
Sahinoglu—Libby Probability Model

Mehmet Sahinoglu, Senior Member, IEEE, David L. Libby, and Sunil B. Das, Life Fellow, IEEE

Abstraci—With the advances in pervasive computing and wire-
less metworks, the gquantitative measurements of component and
network availability have become a challenging task, especially in
the event of often encountered insufficient failure and repair data.
It is well recognized that the Forced Outage Ratio (FOR) of an
embedded hardware component is defined as the failure rate di-
vided by the sum of the failure and the repair rates: or FOR is the
operating time divided by the total exposure time. However, it is
also well documented that FOR is not a constant but is a random
variable. The probability density function (pdf) of the FOR is the
Sahinoglu—Likby (SL) probability moedel. named after the origi-
nators if certain underlying assumptions hold, The SL pdf is the
generalized three-parameter Beta distribution (GG3B). The failure
and repair rates are taken to be the generalized (Gamma variables
where the corresponding shape and scale parameters, respectively,
are not identical. The ST model is shown to default to that of a stan-
dard two-parameter Beta pdf when the shape parameters are iden-
tical. Decision Theoretic | Bayesian) solutions are employed to com-
pute small-sample Bayesian estimators by using informative and
noninformative priors for the component failure and repair rates
with respect to three definitions of loss functions. These estimators
for component availability are then propagated to calculate the net-
work expected input—output or source—target (s—t) availability for
four different fundamental networks given as examples. The pro-
posed methoed is superior to using a deterministic way of estimating
availahility simply by dividing total up-time by exposure time. Var-
fous examples will illustrate the validity of this technique to avoid
aver- or underestimation of availability when only small samples
or insufficient data exist for the historical lifecycles of components
and networks.

Index Terms—Bayes, beta, gamma, generalized three-parameter
Beta distribution (G3H), informative, loss, Sahinoglo—Libby (5L},

source—target (s—t) availability.
MNOMENCLATURE
FOR Forced outage rate or unavailability
index of a hardware or software com-
ponent.
G3B Generalized three-parameter beta RV,
MLE Maximum likelihood estimate.

Manuscript received April 11, 2004; revisad November 12, 2004,
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RY for FOR, the probability that an
item is inoperative at any point in time
where q is a realizationg = 1 —r.
Probability that an item is up (oper-
ating) at any point in time, where ris a
realization. r = 1 — o

Random variable.

Sahinoglu-Libby RY (same as G3B
RV

Cumulative probability density func-
tion of a given RV.

Probability density function of a given
RV.

Mumber of occurrences of operative
{up) times sampled.

Number of occurrences of debugging
(down) times sampled.

Shape parameter of gamma prior for
component Failure rate A

Shape parameter of gamma prior for
component recovery rate ji.

Expected unavailability (= FOR) Es-
timator with informative prior using
squared enror loss,

Expected availability (= 1 —FOR) es-
timator with an informative prior using
squared enror loss,

System unavailability random wvari-
able.

Estimator of EY ¢ using a specified
estimation method.

Expected unavailability (= FOR) es-
timator with informative prior using
weizhted squared error loss.
Expected unavailability (= FOR) esti-
mator with noninformative prior when
E=mn=I0,c=d =1 using weighted
squarad enror loss,

Unavailability (= FOR) large-sample
asymptotic estimator of ¢** if @, b —
oo where [,/ = 1.

Median or Bayes estimator with infor-
mative prior for an absolute error loss
function.

System availability random variable.
Summaticn notation.
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RBD Tools Using Compression, Decompression,
Hybrid Techniques to Code, Decode, and
Compute Reliability in Simple and Complex
Embedded Systems

Mehmet Sahinoglu, Semior Member, IEEE, and Chittoor V. Ramamoorthy, Life Fellow, IEEE

Abstraci—A large amount of work is in progress on reliability
block diagramming (RED) techniques. Another bedy of dynamic
research is in digital testing of embedded systems with very large
scale integration | VL1 circuits. Each embedded system, whether
simple or complex, can be decomposed to consist of components
{blocks) and interconnections or transmissions (links) within an
s-source (input) and t-target (output) setup. There will be three
toeols proposed in this study. The first tool, using a novel “‘com-
pression algorithm™ is capable of reducing any complicated se-
ries-parallel system (not complex) to a visibly easy sequence of
series and parallel blocks in a reliability block diagram by first
finding all existing paths, then algorithmically compressing all re-
dundant component duplications, and finally calculating an exact
reliahility and creating an encoding of the topology. A second tool
is to decode and retrieve an already coded 5 — f dependency rela-
tionship using post-fix notation for series-parallel or complex sys-
tems. A third tos is an approximate fast upper-bound (FUB) 8 —§
reliability computing algorithm designed for series—parallel sys-
tems, to perform state enumeration in a hybrid form assisted by
the Polish encoding approach on non-series-parallel complex sys-
tems to compute the exact s (source)—i (target) reliability. Various
examples illustrate how these tools work satisfactorily in unison.
Further research with the OVERLAP methoed is in progress to re-
duce the computation speed by a thousand fold for a grid of 19
nodes without sacrificing any accuracy.

Index Terms— Code—decode, complex, compression, hybrid, reli-
ahility block diagramming ( REIY), series-parallel, s — f reliability.

[. INTRODUCTION AND MOTIVATION

ELIABILITY block diagramming (RBD) has been an

active area of research for decades, even mofe 50 now
with the advent of the embedded systems [1]-[11]. This paper
explores to describe and compute the s — # reliability in such
{embedded) systems through an EBD approach. It is assumed
that the input data required, such as reliability or availability
including the aspect of security for each component and link
in the RBD» approach, is comectly facilitated by improving
the wvery large scale integration (VLSI) testing technigues
[24]-[30]. Earlier, simple or complicated series—parallel sys-
tems are studied to demonstrate that these networks can be
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encoded using a modified Polish notation employing postfixes
[1Z2], [17]. [19}-[22]. The “compression™ algorithm through
a user-friendly and graphical Java application computes the
reliability of any series—parallel network, no matter how large
or complicated it is. Furthermore, the encoded topolozy can be
transmitied remotely and then reverse-coded to reconsiruct the
original network diagram for purposes of securing classified in-
formation and saving space, a projact which is also in progress
nearing completion.

Interest in considering reliability during design of computer
communications networks with a large number of nodes and
connecting links, such as those found in hospitals, universities,
electricity distribution, gas pipelines, military, or internet has in-
creased in recent years. Due to geographical and physical con-
straints in such critical systems, designers at the initial or im-
provement stages usually base their decisions on approximate or
upper-bound estimates of reliability to compute a given ingress
(source) to egress (target) reliability. This practice may be de-
ceptive, erroneous and overly optimistic due to computational
complexity when reliability remains of a crucial importance that
means human life and health.

The graphical screening ease and convenience of this algo-
rithm are advantageous for planners and designers trying to im-
prove system reliability by allowing a quick and efficient in-
tervention that may be required at a dispatch center o observe
routine operations and/or identify solution alternatives in case
of a crisis.

The Boolean decomposition and binary enumeration algo-
rithms or BDD [13]-[16] are outside the scope of this work,
although it illustrates a new hybrid solution with the Polish
notation. The proposed algorithm, through a wser-friendlv and
graphical Java applet. computes the reliability of any complex
series-parallel network. Furthermore, the coded topology can be
transmitted remotely and then reverse-enginssred to reconstruct
the original network diagram for purposes of securing classified
information and saving space.

All current exact computational algorithms for general net-
works are based on enumeration of states, minpaths, or min-
cuts [2], [3]. Network reliability estimation has been used suc-
cessfully for nontrivial-sized networks using neural networks
and heuristic algorithms in [7] and [B] as well as employing a
“concurrent error detection™ approach by the coauthor of this
research as in [ 18]. Other researchers have used efficient Monte
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Infrastructure Security

Several security risk templates employ nonguantitative
attributes to express a risk's severity, which is subjective
and void of actual figures. The author’s design provides a
quantitative technique with an updated repository on

vulnerabilities, threats, and countermeasures to calculate risk.

Security Meter: A Practical
Decision-Tree Model to

Quantify Risk

MEHMET
SAHINDELL
Troy
Umniversity
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s part of my research to quantify risk in security

risk assessment, I've devised and proposed Se-

curity Meter, 2 model that provides a purely

quantitative and sermquanttative (hybrid) al-
ternative to frequently used qualitative modek, ' such as
Symantecs Enterprise Security  Architecture (warw
symantec.com). The pmposed approach 5 a quick,
bird s-eye-view way of calculating a system’s information
security risk (hitp:/ /socrates. sum. du/~mesa).

In this article, [ also propose a modification of some of
the decision-tree-hased model’s qualitative attmibutes, in
case the quantitative data are unavailable. The proposed
model 15 practical and simple to use for beginners in the
field, but it also provides 2 mathematical-statistical foun-
dation on which strategists or practitioners can construct
a practical risk valuation. The probabilistic asumptions,
such as using a uniformly dissributed random vanable for
the input variables, can be improved by using other stats-
tical distributions. Crther techniques used hitherto within
a nonprobabilistic frame, such as attack trees, don't pro-
vide an accurate overall picture of the risk to the system
that’s being protected

Risk scenarios

Conventionally, risk scenarios involve possble chance-
based catastrophic failures with scarce modeling of mali-
ciously designed human interventions that threaten in-
herent system vulnerabilines. Risk scenanios concerming
critical computer communicabion networks are now
more pervasive and severe than ever before because of the
cost of nonmualicious chance failures that occur due to in-
sufficient testing and lack of adequarte reliabiliry. We can
use software relability modeling and testing technigues

1580-To93/05/520.00 & 2005 IEEE ]

to examine these
chance  failures in
more detail*# However, for the intentional failures or
malicious activities that critically increase the risk of 1l-
defined attacks, no one has ever thomughly modeled a
physical scenario, at least not one that considers a unified
consstent scheme of vulnerabilines, threats, and coun-
termeasures. A quanttaive nsk asessment provides re-
sults in numbers that management can understand,
whereas a qualitative approach, although easier to imple-
ment, makes it difficult to mace genenlized results. My
proposed secunity-meter design fills a void in the arena of
much-sought quantitative nisk evaluation favorably com-
pared to most current assessments that provide qualitative
results. This s achieved by a probabilstcally accurate
quantitative model that measures security rsk. The de-
sign’s concrete numerical approach, which always works
forall systems, can further facilitate security risk manage-
ment and security testing, This means that the final risk
measure calculated as a percentage can be tested, im-
proved, compared, and budgeted as opposed to atributes
such as high, medinm, or low, which cannot be managed
or quantified numerically for an objective assessment.”
Banks and other financial insttutions, for example,
employ several commercially available secunity risk tem-
plates, mostly in verbal or qualitative form, that express
the severity of a risk by classifying them as low, medinm,
or high. This approach is notonly highly subjective, butit
also lacks any actual risk figures. Cuanmtative risk figures
help mitigate or svoid future errors by allowing rsk man-
agens to objectively compare project alternatives and
identify priorities for software maintenance. In existong
anahyses that favor a quantitative study, either a probabibs-
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Testing Analog and Mixed-Signal Circuits

With

Built-In Hardware—A New Approach

Sunil R. Das, Life Fellow, IEEE, Jila Zakizadeh, Satyendra Biswas, Member, [EEE,
Mansour H. Assaf, Member, IEEE, Amiya R. Nayak, Senior Member, IEEE,
Emil M. Petriu, Fellow, [EEE, Wen-Ben Jone, Senior Member, [EEE, and
Mehmet Sahinoglu, Senior Member, IEEE

Abstract—This paper aims to develop an approach to test
analog and mixed-signal embedded-core-based system-on-chips
(S0Cs) with built-in hardware, In particular, oscillation-based
built-in self-test (OBIST) methodology for testing analog compo-
nents in mived -signal circuits is implemented in this paper. The
proposed OBIST structure is utilized for on-chip generation of
oscillatory responses corresponding to the analog-circuit compo-
nents, A major advantage of the OBIST methed is that it does not
require stimulus generators or complex response analyzers, which
makes it suitable for testing analog circuits in mixed-signal S0C
environments. Extensive simulation resulis on sample analog and
mixed-signal benchmark circuits and other circuits described by
netlist in HSPICE format are provided to demonstrate the feasi-
hility, usefulness, and relevance of the proposed implementations.

Index Terms—Built-in  self-test (BIST), circuit wunder test
(CUT), design-for-testability (DFT), mixed-signal test, oscillation-
hased BIST (OBIST), system-on-chip (S00C), test-pattern genera-
tor (TP,

I INTRODUCTION

VER-INCREASING applications of the analog and

mixed-signal embedded-core-based  system-on-chips
(S0Cs) [1]. in recent vears, have motivated system designers
and test engineers to shift their research direction to embrace
this particular area of very large-scale integrated circoits and
systems to develop specifically their effective test strategies.
The modern technology of manufacturing high-volume prod-
ucts demands that substantial efforts be directed toward the
design, test, and evaluation of the prodotypes before the stant of
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the actual production cycle. An important objective to realize
through detailed testing is to ensure that the manufactured
products are free from defects and to simultaneously guarantes
that they meet all the required specifications. Besides. the
information that may be acquired through the process may
ultimately help in increasing the product vield, thereby re-
ducing the product cost. The integrated-circuit (1C) fabrication
process involves photolithography, printing, etching, and
doping steps. In the real-world situations, none of these
steps is ever perfect, and the resulting imperfections may
eventually lead to failures in the operation of the individual
ICs. Specifically, the performance of mixed-signal ICs will
be greatly degraded, since these circuits are very sensitive to
even small imperfections in any step of the fabrication process.
In the digital-circuit domain, however, some of these may be
rather unimportant, but in mixed-signal circuits, imperfection
in the foom of small capacitance between the traces can present
a significant circuit-parameter variation, thereby changing the
circuit behavior drastically. Because of the shrinking of the
circnit peometry, the circuit performance sensitivity is also
enhanced. That is why every 1C must be very rigorously tested
before being shipped to their customers. The testing improves
the overall quality of the final product, although it has no effect
on the ICs" manufacturing excellence. Furthermore, the testing
assures the product flawlessness when implemented during the
key phases of a product development. Besides, it can also be
a sirategy for validating the design and checking processes.
The high sensitivity of mixed-signal circuits to very small
imperfections during process implementations and their broad
specifications necessitate detailed and long performance tests
as well. All these requirements eventually result in high test
cost, thus forcing research efforts to be directed in the domain
of mixed-signal testability [1]-[26]. Researchers are now
seeking to combine both the analog- and the digital-circuits
testing either by applving digital signals, such as serial bit
streams to drive analog circuits, or by using analog signals to
drive digital circuils.

The test methodologies for digital devices are already pretty
well developed [27]-34]. In contrast, analog-test methods are
still so underdeveloped that analog test becomes a bottleneck
in mixed-signal-test environment, particularly with the devel-
opments of semiconductor technology with high integration
densities and shrinking sizes. Although analog and mixed-
signal-test approach takes benefit from the digital-test devel-
opment and experience, analog and mixed-signal tests are still
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An Input-Output Measurable Design for the

Security Meter Model to Quantify and
Manage Software Security Risk

Mehmet Sahinoglu, Senior Member, IEEE

Abstract—The need for information security is self-evident.
The pervasiveness of this critical topic requires primarily risk as-
sessment and management through quantitative means. To do an
assessment, repeated security probes, surveys, and input data mea-
surements must be taken and verified toward the goal of risk mit-
igation. One can evaluate risk wsing a probabilistically accurate
statistical estimation scheme in a quantitative security meter (SM)
maodel that mimics the events of the breach of security. An empir-
ical study is presented and verified by discrete-event and Monte
Carlo simulations. The design improves as more data are collected
and updated. Practical aspects of the SM are presented with a real-
world example and a risk-management scenario.

Index Terms—Assessment, cost, countermeasure, data, manage-
ment, probability, quantity, reliability, risk, security. simulation,
statistics, threat, valnerability.

[. INTRODUCTION—WHY MEASURE AND ESTIMATE
THE INPUTS IN THE SM MODEL

UANTITATIVE risk measurements are needed to objec-
eri.‘r'E'l}' compare alternatives and calculate monetary fig-
ures for budgeting and for reducing or minimizing the existing
risk. Security meter (SM) design provides these conveniences
in a quantitative manner that is much desired in the security
world [1]. [7]-[11]. This is a follow wp to [1] to create a simple
statistical input—output design to estimate the risk model's
parameters in terms of probabilities. In pursuit of a practical and
accurate statistical design. security breaches will be recorded,
and then, the model’s input probabilities will be estimated using
the equations that were developed. Undesirable threats that take
advantage of hardware and software weaknesses or vulnera-
bilities can impact the violation and breakdown of availability
{readiness for usage), integrity (accuracy), confidentiality, and
nonrepudiation, as well as other aspects of software security
such as authentication, privacy. and encryption [2]. Other meth-
ods such as Attack Trees [3], [4]. Time-to-Defeat [5], and
qualitative models [6] are only deterministic. Therefore, we
must collect data for malicious attacks that have been prevented
or not prevented [7]-[9]. Fig. | shows that the constants are the
utility cost (asset) and criticality constant (between 0 and 1),
whereas the probabilistic inputs are vulnerability, threat, and
lack of countermeasure { LCM) of all risks between 0 and 1. The
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residual risk (RRE: as in Fig. 2) and expected cost of loss (ECL)
are the outputs obtained using (13—3). Fig. 3 will illustrate a
software solution.

The black box in Fig. 1 leads to the probabilistic tree diagram
of Fig. 2 to do the calculations.

Equations (13—3) summarize Figs. | and 2 from input to
output. Suppose an attack occurs, and it is recorded. At the very
least. we need to come up with a percentage of nonattacks and
successful {from the adversary’s viewpoint) attacks. Out of 100
such attempts, the number of successful attacks will vield the
estimate for the percentage of LCM. We can then trace the root
of the cause to the threat level backward in the tree diagram.
Let us imagine that the anti-virus software did not catch it
and a virus attack occurs, which reveals the threat exactly.
As a result of this attack, whose root threat is known, the
e-mail system may be disabled. Then, the vulnerability comes
from the e-mail itself. This way, we have completed the “line
of attack™ on the tree diagram. as illustrated in Fig. 2. Out of
100 such cyberattacks, which maliciously harmed the target
cyberoperation in some manner, how many of them were not
prevented or countermeasured by, e.z.. smoke detectors or gen-
erators or antivirus software or firewalls installed? Out of those
that are not prevented by a certain CM device, how many of
them were caused by threat | or 2, ete., of centain vulnerability?
We can then calculate the percentage of vulnerability A, B,
or C. The only way wherein we can calculate the count of CM
preventions 15 by doing either of the following: a) guessing
4 healthy estimator of an attack ratio, like 2% of all attacks
are prevented by CM devices or b) using a countermeasuring
device to detect a probable attack prematurely. The following
equation computes the RRs for each activity in Table 1T for
each leg:

RR = Vulnerability = Threat = LCM . (1)

II. SIMPLE CASE STUDY FOR THE PROPOSED 5M

The suggested vulnerability (weakness) values vary between
0.0 and 1.0 {or between 0% and 100%) to add up to one. In a
probabilistic sample space of feasible outcomes of the random
variable of “vulnerability,” the sum of probabilities adds up to
one. This is like the probabilities of the faces of a die, such as
I to 6, totaling to one. If a cited vulnerability is not exploited in
reality, then it cannot be included in the model or Monte Carlo
(MC) simulation study. Vulnerability has from one to several
threats to trigoer the existing vulnerability. A threat is defined
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76



45

[EEE TRANSATTIONS QM mmﬂbﬂ‘.ﬂlﬂk’rm AMD MEASUREMENT, VOL. 57, N0, 10, OCTORER 3308

On a New Graph Theory Approach to Desi gning_ -
Zero-Aliasing Space Compressors for
| Built-In Self-Testing

Sunil R. Das, Life Fellow, TEEE, Altaf Hossain, Member, IERE, Satyendra Biswas, Member, IEEE,
Emil M. Petriu, Fellow, JEEF, Mansour H. Assaf, Member, IEEE, Wen-Ben Jone, Senior Member, IEEE, 3
. and Mehmet Sahinoglu, Senfor Member, (EEE

Abstract—The realization of space-efficient snpport hardware
for built-in self-testing {BIST) is of great significanece in the design
of present-day very large seale integration (VLSI) circuits and
systems, particularly in the context of the recenl paradigm shiift
from system-no-board to system-on-chip (SOC). A new approach
in designing zero-aliasing space-compaction hardware, specilically
in relation to embedded core-based BOC, i proprsed in this paper
for single stuck-line faulis, extending the well-knewn concepls of
conventional switching theory and of inesmpatibility relation to
generate the maximal compatibility classes using graph thearctic
concepts, hased on optimal generalized sequence mergeahility,
as developed and applied by the aathors in earlier works, This
is novel in the sense thol zerg-aliasing is obtained without any
modification of the original module ander test, while a magimal
compaction is achieved in almest all cases in reasnnable time
atilizing some simple hearistics. The metbod 1s ilustrated with de-
sign details of space compactors for the International Symposivm
on Cirenits and Systems (ISCAS) 85 combinational and ISCAS
89 full-scan sequential bemehmark civenils using simulation pro-
wrams ATALANTA and FSIM, attesting to the nsefulness of the
technigque for its relalive simplicity, resulting in low areq overhead,
and full fault coverage for single stuck-line faults, thus making
it suitable in & VLST synthesis environment, With advances in
computational resources in the foture, the heuristics applied in the
design alporithm may be further improved upon to significantly
Iower the simulation CPU time and storage,

Index Terms—aAlinsing-lree (Tero-aliasing) space compression,
bukilt-in self-testing (BIST) in very large scale integration (YLSI),
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core-hased system-on-chip (SOC), maximal compatibility tlauu
(MCCs), maximal minimally strongly connected (MMSC) sab-
graphs, nonminimally strongly connected (NSC) pairs of vertices,

I INTRODUCTION =

N ENORMOUS amount of complexity has been brought
ahout to the test-generation process of integrated circoits !
108 due to very large scale integration. With the unprece:!
dented growtd of the electronics indusiry, the integration mj
sifies besides system complexities continued to increase, and:
hence, the need for better and more effective methods of testing
to assure reliable operations of chips, which is the mainstay of,
tnday’s many saphisticated devices and products, was intensely!
felt [1]-[36]. The concept of testing, in general, has & rather,
broad spplicabdity and finding efficient testing techniques that
can gnerantee tomeet system performance is of huge practical.
significance, Ganerally, the cost of testing ICs is prohibitive, ac-
counting for 35% to 55% of their total manufacturing expense.
Furthersmore, testing a chip is also time consuming, taking qJ:
to about one balf of the total design-cycle time [4]. On the:
other hand, th: amount of time available for manufaclring,’
testing, and marketing a product is constantly on the declinf.ﬁ'
Moreover, as = result of diminishing trade barriers and global
competition, customers now demand products of superior qual-
ity at lower price. However, to achieve this betier quality o
relatively low cost, evidently, the lesting strategies have
be improved, The conventional lesting techniqués of digital!
systems requisé application of test-input patterns pesesated by !
a test pattern generator {TPG) to the module under test I
snd comparing the responses with known correct responses. X
large systems, hecanse of higher storage requirements for
fault-free responses, the customary test procedures thus T
highly expensive, and therefore, alternate approaches are aimel
at minimizing the amount of needed storage [45], [521154].
The testing technigees of ICs can be broadly clasaifies
into thres main categories, viz., 1} testing of purely com
national circuits or full-scan synchronous sequential cireuii]
using design-for-testability (DFT) techniques; 2) buili-in self
tegting (BIST] technigues that generate their own test ]
for circuits wsing built-in hardware; and 3) testing of genst®
digital sequential circuits with test vectors that are externallf]
penerated and applied. For purely combinational circuits, ll;ﬁ
areavailable metheds that can automatically. generate tests W %

001824560525, £ 2008 [EEE .
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VALIDATION OF A SECURITY AND PRIVACY RISK METRIC
USING TRIPLE UNIFORM PRODUCT RULE
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YanLmve Yuaw
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In the Security meter (53M) modeling for a quantitative risk assessment about which a brief description is
presented, one is required to take the product of three unidentical uniforms, Uia b)), which forms one leg of
the many that constitute the total residual risk | TRER). The pdf of such a triple product of uniforms is certainly
a challenge not encountered in the current literature. We have a complete agreement of the theoretical
mean with the Monte Carle Simulation average for large number of simulation mins. Varianee from the
sumrmation of available legs will converge to simulation variance as the number of legs from TER increases.
However, variance for large number of runs from the simulations compares favorably with the analytical
results 50 as to obtain o complete characterization for the Security Meter Quantitative Risk Probability
Model. This work analytically (theoretically) validates the Monte Carlo simulation and vice versa. The same
concept can be utilized for other applied fields where the triple product of uniforms is vitally needed. Anthors
will further find ways to improve this werk by modifyring the uniforms with triangular representations for

the three random variables of interest.

Eeywords: Statistical Analysis, Security Meter, CLT (Central Limit Theorem), Triple Uniform Preduct,

Simulation, Risk

1. INTRODUCTION

In the security-meter modeling for guantitative
rizsk assessment, one is reguired to take the
product of three un-identical uniforms, TUia b.c),
which forms one leg of the many that constitute
the total residual risk (TEE). Authors have
studied a unigque problem not challenged before.
See Figure 1. Using the CLT, Central Limit
Theorem, we surn the means and variances to ind
the approximate normal (Mean, Varance). We
have a complete agreement of the theoretical
mean with the Monte Carlo Simulation (MCSIM)
average for large number of simulation runs using
MAPLE software. Variance improves with the
number of legs increasing and compares
satisfactorily with the variance for large number
of runs from the MCSIM results, such as n =

* Corresponding Auther's: msahinog@aum.edu
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100,000. Therefore, the simulation mean and
variance can be used to model the risk to imply
that time-consuming and tedious MAPLE
software calculations are not necessary every time
results are sought (M. Sahinoglu, 2005, 2007,
2008; M. Sahinoglu, Yanghng Yuan, David Banks,
2009. A brief description of the Security Mester
(SM) method is illustrated below.

Figure 1 model illustrates the constants in the
5SM model as the utilitv cost (dollar asset) and
criticality constant; the probabilistic inputs are
vulnerability, threat, and lack of countermeasure
all valued between 0 and 1. SM is described
following the Figure 1 as follows (M. Sahinoglu,
2005, 2007 -

Probahilistic Tree Diagram: Given that a
simple sample system or component has two or
more outcomes for each risk factor, vulnerability,
threat, and countermeasure, the following
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Cybersystems and Information Security:
Master of Science Program at Auburn University
Montgomery

Mehiet Sahinoglu, Senfor Meacber, IEEE

Abstroct—  Auvbwrm  University ot Montgomery (AL}
proposed a Master of Science in Cybersystems and Information
Segwrity (CS15) degree program, which was approved by ACHE
(Alabama Commission on Higher Education) on December 4,
i, AUM will be the first university in Alahama wnd Sowniheast
i wffer a program classified as 111003 by the Classification of
Insiructional ~ Frograms  (CIF}  coding  sysiem.  The
implementation date for this program will be the Fall Semester
2001 simge the acereditation by SACS (Southern Association of
Schools and Colleges) has been officially notified on December

14, 210, The initkal target andlence for this program will be Alr
Force  molfpvrmed ol clvillan personnel ooaked  owi
MaxwelliGunter AFE and related defense industry personmel
wnsncinted with  information fechnolopy (IT) contractors. 1T
community located in the AUM serviee area Is Included in this
wwdience. This group is composed of employees of stateTocal
govermments, businesses, as well in- and out-of State graduate
and wndergradunte students. These projections are based on
statitical surveys conducted by AUM to gange interest. Course
requirements will he listed for each semester and what mokes this
program  wnique  will be discussed  including  resouros. A
conclusive summary of challenges since 2008 is presemted af the
end.

feter Tevws- Ovbersysiems; ACHE; Informaiion Secwrity, SACS

1. INTRODUCTHON

The Master of Science in Cybersystems and  Information
Secunty (CS15) program will be a newly established graduate
degree program  designed o meet the security needs of
national detense, government, and business sectors now, and
in the future, Instructional delivery methods will utilize the
latest techiology already in place at AUM, both in the
classroom and online.  As the program begins, approximately
a0% of classes will be taught in & troditional in-class lecture
widior labosatory seming with both day and (mostly) eveming
classes. Approximately 20% of classes will be taught through
distance education formats,  Distance educstion technology
will be used in the delivery of courses and special opics
presentations by experts in the field from across the nation.
According to the U.S. Computer Emergency Readincss Team
(US-CERT), Cybersecunity refers to the prevention, detection,
and response o attacks on personal infermation that s stored
within information systems [1].

Manuseript received on Coiober 7, 201 0. Mehmet Sahinoglu is the Director of
Infcapaes Insties with Aubsam Universiy Momgerery in Mosgamery
Alabama 36124 USA. Tel: 3M-244-3760, Fax: 134-244-3127. E-Maik

¥ , URL:www agm eda'csiz. This wark was supponted i
pam by the K Belle Young endowmen wward academne  mescarch
publications conductod by the AUM's Informantics Institube.

Potential attackers include “unfriendly governments and
militries, mtellgence agencies, organteed  criminals, and
hactivists™ [2]. In April 2009, for example, news that
cyberspics from  hostile nations had  disrupted the U5,
electricnl  prid  coused a3 str among  imtelligence  and
information security officials [3], Inemational events, such as
cnemy hackers” 2008 attack on the country of Georgia [4] and
the 2007 attack on Estonia [3] suggest that cyberwarfare may
i fact pose one of the greatess secunty threats o countres m
the years o come.

Hemg located o the Alabama Smte capital, no close
proximity to Maxwell/Gunter AFB {in particular the USAF
754" Electronic Systems Group), and centralized along the 1-
65 information technology corridor which is a hub o hundreds
of technology-based contractual companies, the establishment
of this program will Gl a clearly idemified societal need. The
proposed program will not only prepare leaders who can
implement, monitor, and respond to security issues, but will
also train researchers whe can develop enginal and innovative
technologies to improve cybersystems security.

Il ASSESSMENT OF NEED AND PROGREAM PLANMING

There is an ever-increasing need in society for greater cyber
systems  and  information  security. This calls for the
development of leaders who can implement., monitor, and
respond B0 security dssues, as well as researchers who can
dewelop original and innovative technologies to improve cyber
systems security.  Within the last decade, cybersystems and
information security have become increasingly  sigmificant
priofities on the U5, national political agenda, In the
aftermath of September 11, and similar conflicts, and the
subsegquent political discourse on homelond security, this
comseem lias been reflected in higher education, as colleges and
universities began to introduce academic programs to provide
specinlized truiming n 2 brond new ares,

To assess the educational need for a specialized program in
Cybersystems and Information Security in the Southeast,
Aubum University at Montgomery employed the Hanover
Resenrch Council to develop a research report on The Fiabilioe
r.l;f.;.' Newe Masier's Dc'grm- .F'.rugram FiT] ('.l.-\’?\c.-r.ﬂ'ua'mx arned
Information Secuwripy [6). The Hanowver Rescarch Council
utilized the Integrated Postsecondary Education Data System
(IFEDS) o idemify a group of 24 institutions that offer
graduate degree programs in Computer and Information
Systems Security.
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Network reliability evaluation i

Mehmet Sahinoglu'* and Benjamin Rice?

This article, beyond presenting a speckrum of network reliability methods studied
in the past decades, describes a scalable innovative ‘overlap technique” to tackle
large complex networks’ reliability evaluation difficulties, which cannot be handled
by straightforward reliability block diagramming (RBD) techniques used for the
simple parallel-series topologies. Examples are shown on how to apply the overlap
algorithm to compute the ingress-egress reliability. Monte Carlo simulations
demonstrate the methods discussed. (1) Static (ime independent), (2) dynamic
itime dependent) using a versatile Weibull distribution to represent the multiple
stages of network components from infancy to useful life period and to wear-
out, and (3} multistate versions to include derated behavior beyond conventional
working and nonworking states, are illustrated for calculating the directional
source-target (s-t) reliability of complex networks by using the Java software
ERBDC: Exact Reliability Block Diagramming Calculator. © 2010 John Wiley & Sons, Inc.

WIREs Comp Stat

etwork reliability is the probability that a net-

work with all its subnetworks and constituting
components will successfully complete the task it is
intended to perform under the conditions encoun-
tered for the specified period of time defined between
a source and a target.''! Reliability analysis is the
process of quantifying a system's ingress—egress [of
source—target (s—t) at will] serviceability by examining
the dependency relationships between the components
that comprise the system. Analysis is essential when-
ever the cost of failure is high.'>"* Modeling and
simulation allow analysts to determine weak spots
in the systems so that the maintenance engineer can
inventory a backup list of components. The reliability
analysis focuses on the computer network compo-
nents and the connections between them to determine
the overall system reliability as well as the reliabilities
between any two individual nodes in the network.
MNetwork reliability computations are similar to those
developed for industrial applications, bur there are a
few exceptions. In industrial applications, all of the
components in the system are usually considered crit-
ical to the overall function of the system. However,
in network applications, the target communication

Cormespondence to: mezhinog@@aum.edu

! Informarics Institute, Auburn University, Montgomery, AL 36124,
5A

*Computer Science Department, Troy University, Montpomery, AL
36104, USA

DO 101002 fwics. 81

between two nodes may select few components in the
system due to redundancy. =143

Currently, most published educarional materials
cover methods for determining system reliabilities in
networks that can be expressed as pure parallel-series
systems or reducing a complex topology to a paral-
lel—series one using a conditional *keystone’ method.'”
However, as experience proves, these ready-to-cook
networks with small sizes rarely occur outside
textbooks and classrooms. These computations prove
impossible or mathematically unwieldy when applied
to real complex networks and are therefore useful
only to teach basic reliability concepts.'’ The graphi-
cal screening ease and convenience of reliability block
diagramming (RBD) algorithms'® is advantageous
for planners and designers trying to improve system
reliability by allowing quick and efficient intervention
that may be required at a dispatch center to observe
routine operations and identify solution alternatives
in case of a crisis. The Boolean decomposition
and binary emumeration algorithms'™'* are outside
the practical scope of this article because of large
networks we will work with. The algorithm through
a wser-friendly and graphical Java applet computes
the reliability of any complex parallel-series network.
Furthermore, the coded topology can be transmitted
remotely and then reverse-engineered to reconstruct
the original network diagram for purposes of securing
classified information and saving space, %131 520-23,25
This, too, can be applied to security-related input
for wired or wireless systems. All current exact

© 2010 lohn Wiley & Sons, Inc.
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COST-EFFECTIVE SECURITY TESTING OF
CYBERSYSTEMSUSING COMBINED LGCP: LOGISTIC-GROWTH

COMPOUND-POISSON

MEsEMET SaHmeocLit, Susan J. Sovivions? anD JanmesH. MaTis®

Anburn University Montgomery, Department of Cybersystems and Information Security, Montgomery, USA
SUNCW, Department of Mathematics and Stotistics, Wilmington, USA
*Teras A & M University_Department of Statistics, College Station TX 77840, US4

Abstract: A new challenge to software testing lies in the concept of a monitored security testing and most
essentially in the determination of an epoch as to when to stop testing. Under minimum assomptions
regarding growth of failures or breaches due to chanee (reliability) or malicious (security) reasons, we can
ohjectively define an appropriate stopping rule to timely avoid further damage saving resources with a cost
efficient plan. This research topic opens new avenues in a very critical area of eybersystems and information
security defined to be “guantitative stopping rules in security testing™ as compared to existing conventionally
gqualitative rules which do not lend themselves to probabilistic and cost-effective reasoning. We employ two
probabilistic models to determine appropriate stopping rales and compare the approaches nsing tweo well-
known data sets known as DR 4 and DR 5 (Sohinegla, 2007).

1. INTRODUCTION
The damage inflicted by security breaches and

software fallures in computer and communication
networls as experienced by related businesses or
government entities is measured by multiples of
billions of dollars. The analvsis of such malicious
activities as to when to act at the right moment
to assure cost efficiency and maximum security
are of a paramount interest to computer scientists
and risk analvsts, in addition to the business
owners and their customers. In most situations,
testing continues until the time-to-release date
or the budget iz depleted. This conventional
subjective stopping decision inhibits the testers
from understanding the extent of potential
security breaches or failures when the product is
released and can be extremelv costly and
inefficient. Herein, we consider two methods
defining appropriate stopping rules in security
testing, the logistic growth model (LGM) and
the compound Poisson process model (CPM).
Thesze two methods model failure times based
on probabilistic models and develop criteria-

*Corresponding Anther's: msahinos@oum.edu
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based stopping rules to support each other in
SVNETEY.

There is another aspect of software security
testing which deals with the functional testing of
secure software (as in the metaphor of walking a
high wire with a safety net), an entirely different
domain and conceptually different than what thas
research paper addresses. The two common
methods for testing whether software has met its
security requirements are functional (Allen,
Barnum, Ellison, McGraw, Mead, 2008) and risk-
based securitv testing (McGraw, 2006). The
methods proposed herein follow the latter risk-
hased testing derived from a risk analvsis to
encompass not only the high-level risks identified
during the design process but also low-level risks
derived from the software itself.

2. METHODS

The LGM was originally defined bv Verhulst
(1845) and used to model population growth of
species for many vears (Larralde-Corona et al,
1997; Matis of al., 2009; Piegorsch and Bailer,
2005; Simmons of al_, 2009). The LGM has also
been used to model software failures (Yamada ef



CLOUD computing

Mehmet Sahinoglu'* and Luis Cueva-Parra?

CLOUD computing (Grid or utility computing, computing on-demand) which was
the talk of the computing circles at the end of 1990s has become once again a relevant
computational topic. CLOUD computing, also considered as a fifth utility after
water, electric power, gas, and telephony, is on the basis of the hosting of services
on clusters of computers housed in server farms. This article reviews CLOUD
computing fundamentals in general, its operational modeling and quantitative
(statistical) risk assessment of its much neglected service quality issues. As an
example of a CLOUD, a set of distributed parallel computers is considered to be
working independently or dependently, but additively to serve the cumulative
needs of a large number of customers requiring service. Quantitative methods of
statistical inference on the quality of service (Qo5) or conversely, loss of service
(LoS), as commonly used customer satisfaction metrics of system reliability and
security performance are reviewed. The goal of those methods is to optimize what
must be planned about how to improve the quality of a CLOUD operation and
what countermeasures to take. Also, a discrete event simulation is reviewed to
estimate the risk indices in a large CLOUD computing environment favorably
compared to the intractable and lengthy theoretical Markov solutions. & 2010 John

Wiley & Sons, Inc. WIREs Comp Siaf 2011 3 47-68 DHOL: 10,1002 wics. 139

Keywords:

simulation

INTRODUCTION AND MOTIVATION

LOUD computing, an emerging form of

computing using services provided through the
largest nerwork (Internet or CLOUD) is becoming a
promising alternative to the traditional in-house IT
computing services. CLOUD computing is a form
of computing in which providers offer computing
resources (software and hardware) on-demand. All
of these resources are connected to the Internet and
are provided dynamically to the users. Figure 1 shows
a schematic representation of CLOUD computing.
Here, CLOUD computing providers are connected to
the Interner and able to provide computing services to
both enterprise and personal users. Some companies
envision this form of computing as a single major
type of service which will be demanded extensively in
the next decade. In fact, companies like Google, IBM,
Microsoft, HP, Amazon, and Yahoo among others
have already made investments not only in CLOUD
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research but also in establishing CLOUD computing
infrastructure services (see Figure 1).

CLOUD computing services fall into three major
caregories]: (1) infrastructure as a service (laa%),
{2) software as a service (5aa%), and (1) platform as a
service (Paa$). In [aa$ virtualized servers, storage and
networks are provided to the clients. Saa$ is focused on
allowing clients to use software applications through
web-based interfaces. A service targeted to developers
who focus primarily on application development only,
without dealing with platform administration (operat-
ing system maintenance, load balancing, scaling, etc.),
15 called PaaS. Advances in virtualization, distribured
computing, and high-speed network technologies have
given further impetus to CLOUD computing. The
major advantages of CLOUD computing are scalabil-
ity, flexibility, resilience, and affordability. However,
as users (companies, organizations, and individual
persons) turn to CLOUD computing services for
their businesses and commercial operations, there is a
growing concern from the security and reliability per-
spectives as to how those services actually rate. The
serviceability measurement can be categorized into
three areas: performance, reliability, and security. Per-
formance and reliability are two characteristics related
to the condition of the providers’ infrastructure and
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Abstraei: There is a dire need to determine when best to release operations with respect to CLOUD eomputing
ty eommereial vee, CLOTIT computing operations centers are multiplying rapidly and offering servicos to

their clientele who

believe that they are getting a goed deal.
assumed reliability where customers soon discover that the

However, “davil in the details” is the lack of an
aervices promised or claimed are not offering

expected service reliability. This CLOTUD reliahility testing for assurance PUrpOses 0pons new Avenuass in a
very critical area of cybersystemz and information security defined to be “quantitative atopping rules in
reliability and security testing”. This is a new research paradigm worth undertaking when compared to the
existing and conventionally qualitative or rule-of-thumb rules which do net lend themselves to prebabilistic

and cost-eflective reasoning, A case study on X5EDE,

largest, will be studied and discussed,

A eonbinental supercomputing grid to be the warld's

INTRODUCTION

Under minimum assumpiions regarding growth
of failures or breaches, due to chance {reliability)
or malicious (security) reasons, we can objectively
define an appropriate stopping rule to avoid
further damage and save resources with a cost
efficient plan. The stimulus behind this objective
is that a new challenge existsto software testing
for assurance lies in the concept of a monitored
reliability testing and most essentially in the
determination of an epoch as to when to atop
testing.

We employ two probabilistic models combined
to determine appropriate stopping rules and
compare the approaches using historical failure
and maintenance {interruption) data of the NSF
supercomputing infrastructure XSEDE (akin to
a super CLOUD) presented in part in Table 1 and
Table 2 from March 2009 to March 2010, as well
as in a popularly studied test data DR5. In
general, the damage inflicted by reliability or
security breaches and software failures in
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computer and communieation networks, such as
recently emerging,

CLOUD computing centers (Worthen et al.,
2009} experienced by related businesses or
government entities is measured by multiples of
billions of dollars (Sahinoglu et al., 2011). See
typical CLOUD representation in Figure 1. The
analysis of such malicious and/or non-malicious
activities as to when to act at the right moment
to assure cost efficiency and maximum security
are of a paramount interest to computer scientists
and risk analysts, in addition to the buginess
owners and their customers, In tmost situations,
testing continues until the time-to-release date
or the budget is depleted.

This eonventional subjective stopping decision
inhibits the testing company from understanding
the extent of potential security breaches or
reliability failures when the product is released,
and can be extremely costly and inefficient.
Herein, we consider comparing, and further
merging the compound Poisson process model
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A new metric for usability in trustworthy computing of cyber systems
Mehmet Sahinoglu, Scott Morton, Erman Samelo and Sukanta Ganguly

Recently, the concept of Usability Engineering (UE) is emerging to be a popular and pragmatic
issue due to scarcity of resources. UE is generally concerned with human-computer interaction
and specifically with making human-computer interfaces that have high usability or user
friendliness. Usability is a science that deals with interaction between two end-points. One
serves the interface and the other end consumes the information that can be presented via the
interface. However we will add an original concept of quantification to the existing model
through a designed algorithm by the author to calculate the usability (U) index. To accomplish
this task owing to the field expertise of the corresponding author, numerical and/or cognitive
data must be collected to supply the input parameters to calculate the quantitative risk index
for Usability. A qualitative-input version of assessment will also be presented. This article will
not only present a metric model but also generate a prototype numerical index, new in this
field.

INTRODUCTION

Usability Engineering is regarded as one of the four pillars of the Trustworthy Computing, the

others being Reliability, Security and Pri\racy1. Usability Engineering is a relatively new
discipline, and was not even offered in computer science courses up to ten or fifteen years
ago. Usability engineering is now central to proper software development. In this research
paper, we will adopt a model of usability taking into account the task / user / user-interface

variables, which have been inspired from Shackel, Nielsen and Eason’. Another strong source on

Usability Engineering is by Nielsen®. Nielsen offers examples of measuring the Usability icons
(such as ticket vending machines in Grand Central Stations or used by regular commuters, or
stamp vending machines in Post Offices, or Personal Computers' usage of a certain piece of
Software) and Usability testing as well as Usability Assessment methods beyond testing.
Usability only becomes an issue when it is not present in an interface. In large part, an
interface is usable when the user can accomplish their task smoothly without hindrance or
frustration. Assessing the nature of usability quantitatively is the goal of this paper. To do so, a
Usability Meter based on a series of questions designed to assess the user’s perceptions of an
interface’s usability will be utilized. Based on the user's responses, a usability risk index will
be calculated.

VULNERABILITIES

Inspired by Shackel, Nielsen and Eason'™, three vulnerabilities are assessed: Task, User, and
System Interface. Within each vulnerability category, questions pertain to specific threats and
countermeasures. Within Task vulnerability, users are asked questions regarding Infrequency,
Rigidity, and Unfavorable Situational Constraints threats and countermeasures. Within User
vulnerability, users are asked questions regarding Lack of Knowledge, Lack of Mativation, and
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Are social networks risky? Assessing and mitigating risk
Mehmet Sahinoglu and Aysen Dener Akkaya

With the ever growing and
unprecedented popularity of
social networking sites such as
Facebook, Google+, MySpace,
Twitter etc. in the personal
sphere, and others such as
Linkedln in business circles,
undesirable security and
privacy risk issues have
emerged as a result of this
extraordinary rapid ascent. The
front ranking problems are
mainly lack of trustworthiness;
namely, those of breach of
security and privacy. We
employ a quantitative approach to assess security and privacy risks for social networks already
under pressure by users and policymakers for breaches in both quality and sustainability, and
will also demonstrate how to manage risk by using a cost-optimal game-theoretical solution. A

o

Twitter is over capacity.
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The number of Twitter users is growing quickly. Image: Wikimedia.

number of real people (not simulated) were interviewed and the results are discussed.
Ramifications of this quantitative risk assessment of privacy and security breaches in social
netwaorks will be summarized.

APPLICATION OF THE PROPOSED QUANTITATIVE RISK ASSESSMENT METHOD TO MEASURE
AND MANAGE PRIVACY/SECURITY RISK IN SOCIAL NETWORKS

Fast Company reported that a Ph.D. candidate at Berkeley made headlines exposing a
potentially devastating hole in the framework of Facebook's third-party application
programming interface (API) which allows for easy theft of private information. This candidate
and her co-researchers found that third-party platform applications for Facebook gave
developers access to far more information (addresses, pictures, interests, etc.) than needed to
run the app. A major reason social network security and privacy lapses exist simply results from
the astronomical amounts of information the sites process each and every day. These flows of
data make it much easier to exploit a single flaw in the system. Features that invite user
participation such as messages, invitations, photos, open platform applications etc. are often
the avenues used to gain access to private information.

The core of the matter, however, is to come up with a set of effective risk quantification and
management technigues so as to help alleviate problems arising from lack of security and

privacy due to the mushrooming social networks as well their connect services'. A well-known
management proverb says, “what is measured is managed” and another says, “Yes, you can
quantify risk” balanced against reasons such as the difficulty in collecting trustworthy data

regarding security and privacy breaches’. The Security Meter technique provides a quantitative
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Game-theoretic computing in risk

analysis

Mehmet Sahinoglu,'* Luis Cueva-Parra? and David Ang?

Risk amalysis, comprising risk assessment and risk management stages, is one of
the most popular and challenging topics of our times because security and privacy,
and availability and usability culminating at the trustworthiness of cybersystems
and cyber information is at stake. The precautionary need derives from the
existence of defenders versus adversaries, in an everlasting Darwinian scenario
dating back to early human history of warriors fighting for their sustenance to
survive. Fast forwarding to today’s information warfare, whether in networks
or healthcare or national security, the currently dire situation necessitates more
than a hand calculator to optimize (maximize gains or minimize losses) risk due
to prevailing scarce economic resources. This article reviews the previous works
completed on this specialized topic of game-theoretic computing, its methods and
applications toward the purpose of quantitative risk assessment and cost-optimal
management in many diverse disciplines including entire range of informatics-
related topics. Additionally, this review considers certain game-theoretic topics
in depth historically, and those computationally resourceful such as Neumann's
two-way zero-sum pure equilibrium and optimal mixed strategy solutions versus
Nash equilibria with pure and mixed strategies. Computational examples are
provided to highlight the significance of game-theoretic solutions used in risk
assessment and management, particularly in reference to cybersystems and
information security. © 2012 Wiley Pericdicals, Inc.

How to cite this anticle:
WIREs Comput Stat 2012, doi: 10,1002 wics. 1205

Keywords: risk analysis; Nash equilibrium; game-theoretic; mixed strategy

INTRODUCTION TO GAMING AND
HISTORICAL PERSPECTIVE TO GAME
THEORY"S ORIGINS

Game playing is an unlimited topic in scope as
old as the ancient human history. Although
its first seeds were planted in the latter part of
the 19th century, the popularity of game theory
skyrocketed in the 20th century. This was a period of
devastating wars and conflicts that needed urgently
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smart solutions with the advent of transistor-led
electronics, and further, vast computer storage space
and unprecedented computational speed. In the 21st
century, the cyber wars brought forward a dire
necessity to employ gaming solutions to outsmart
the hostile hackers and adversaries, in lieu of
former invading troops or bombarding warplanes.
In retrospect, the first human hunters were involved in
game solutions against their enemies, i.e., carnivorous
animal world, who played the same game, all to
quell hunger. Gaming may mean many things to
different people, such as gambling or simulation
or politics and warfare. According to Shubik,! the
disciplines most heavily involved in the utilization of
games have been management science and operations
research, psychology, education, political science,
sociology, engineering, computer and military science,
and economics. The major expenditures, in terms of

2 2012 Wiley Periodicals, Inc.
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Ecological Risk-O-Meter: a risk assessor and
manager software tool for better decision making
in ecosystems'

Mehmet Sahinoglu®#, Susan J. Simmons”, Lawrence B. Cahoon® and
Scott Morton”

Increased awareness of environmental Esves and their effects on ecological systems and human health drive an interest
in developing computational methods to reduce detrimental consequences, For example, there are conoerns regarding
chlorofluorocarbons and their impact on stratospheric oeone, radon and its effect on human bealth, coal mining and efects
on habitat loss, 85 well a5 numerons other issues. However, these issues do not exdst in a vacuum nor eccur just one at &
time. There & a need to assess sodal and ecological risks comprehensively and account for mmmers, inber-rdated potential
risks, Given limited funds available for addressing these issues, how can spending for purposes of environmental and
ecological mitigation be optimized? What is the magnitude of overall ecological risk for a given region? NMovel software,
the “Embogical Risk-o-Meter”, addresses these questions and concerns. The software tool not only sssesses the corrent
envimnmental and ecological risks, but also takes into sccount potential sohutions and provides guidance a5 to how spending
can be optimized to redocing overall environmental risk. We demonsirate this new tool and show bow to optimize the costs of
risk mduction in recursive cycles based on feedbacks Copyright © 2012 John Wiley & Sons, Ltd

Keywornds: ccological systems; vulnerability; threat; coumermeasure; Risk-o-Meter
________________________________________________________________________________________________|]

1. INTRODUCTION

There is not a day that passes when one does not hear or read about the adverse effects of climate change and consequent eonlogical damage
oocuming on our planat, which we have inheried and owe to the next genemtion to keave as well as or betier than what we received. Recent
events amociaed with global warming, such as recond heat, drought, and mone intense storms and humicanes, have highlighted the contimiing
meed to monitor, assess and mitigate ecological and environmental risks in a mone holistic fashion. Traditional risk assessments wene performed
on a case by case hasis rather than by using a systemic approach, as in the Chio EPA DERR document (2008). It is rather a new trend i
determine overall risk from a holistic viewpoint 50 that risk managers can take glohal, mther than incremental measures, as earth is connected
through a common, freely circulating atmosphers and hydmsphere, and themefore, the communites exposed to risks ane diverse. Such bmoad
assessments of risk may be termed “ecological risk assessment” (ERA). According to Barnthouse and Suter (1986), ERA is the process of
assigning magnimdes and probabilitiss of adverse effects of human activities or natural catastrophas, Thene are other resounces where one
can learn about ERA, such as the ones by MNatumal Resource Damages, hitp/fwarw epa.govisuperfund'programs/nmd/era hitm, and U5
Environmental Protection Agency hittp/fwww.epa.govioswerriskassessment, as well as The Department of Energy & Envimnmental
Pmitection in Canada, hitpiifwarw ot govidep/owp'view. aspTa=2715 &depMav_GID=16268g=325016.

“& Framework for Ecological Risk Asssssment: General Guidance™ by the Canadian Council of Ministers of the Envimnment defines
ERA az a formal set of scentific methods for estimating the probabilitics and magnitudes of undesired effects on plants, animals and
ecosy stems resulting from events in e envimnment, inchiding the release of pollutants, physical modification of the envimnment and
natural dizasters. See a related website, hitpiiwaw come.calassets/pdfipn_11495_c.pdf. In the same reference, a diagram from screening to
preliminary and finally to a detailed quantitative ERA i illustrated in Figure 1. A detailed ERA as proposed is not only quantitative, dealing
with a complex interaction, but it is also predictive and subject to statistical inference supponed by expen ficld data rather than data obtained
from hearsay through commaon literamre.

I mmm————
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Overview

Modeling and simulation

in engineering
Mehmet Sahinoglu®

This review article will explore the innovative and popular theme of engineering
modeling and simulation, predominantly in the manufacturing industry and
cybersecurity world, citing severe challenges, advantages and time- and budget
saving solutions and its future. The power of simulation is not an exaggeration but
an understatement. The favorable outcomes since the advent of digital computers
and software revolution could not have been achieved, especially without the
multiple benefits of statistical simulation, which underlies the widespread use
of modeling and simulation in engineering and sciences, steetching from A
(Astronomy) to Z (Zoology). This refers not only to research findings in verifying
a certain piece of theory, such as that of the recently discovered Higgs Boson,
but in testing new products to innovate new discoveries so as to make our
universe a more peaceful place by modeling and simulating the future projects
and taking precautions before disasters occur. The review explores a cross section of
engineering modeling and simulation practices illustrating a window of numerical
examples. @ 2013 Wiley Periodicals, Inc.

How to cite this article:
WIREs Compat Stat 2013, 5:239-264. doi: 10,1002 wics. 1254

Keywords: discrete event/Monte Carlo; modeling; production; cyber-security;

Bayesian; multistate

INTRODUCTION AND BRIEF HISTORY
TO SIMULATION AND MOTIVATION

Compuler modeling and simulation (M&S5), as
programs or networks of computers mimicking
the execution of an abstract model of many natural
systems from physical and life sciences to social and
managerial sciences, and primarily engineering, have
become an integral part of digital experimentation.
M&S proves useful to estimate the performance of
complex engineering systems when too prohibitive for
analytical solutions. A simulation is defined as the
reproduction of an event with the use of scientific
models. A model is a physical, mathematical, or

Additional Supporting Information may be found in the online
wversion of this article.
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other logical representation of a system, process,
or phenomenon. Time-independent static Monte
Carlo (MC) or conversely dynamic Discrete Event
Simulation (DES) to manage events in real time for
engineering applications will be reviewed. Taxonomy-
wise, simulated computer models may be stochastic
or deterministic, and dynamic or static, and discrete
or continuous.

Modern computer simulation developed in
parallel with the rapid-growth of computer use
during the development of the Manhattan Project
in WWII to nondestructively model and simulate the
nuclear detonation before it was destructively dropped
on Hiroshima and Nagasaki in Japan in 1945,
Therefore, the history of simulation is interesting and
intriguing. Some earliest pioneers can be observed in
Ref. 1 Lord Rayleigh in 1899 showed that a one-
dimensional random walk withour absorbing barriers
could provide an approximate solution to a parabolic
differential equation. In 1908 W.5. Gosset (with a
nickname, Student) used experimental sampling to
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CLOUD Computing Risk Assessment and Management
Mehmet Sahinoglu

ABSTRACT

CLOUD Computing 15 an emerging idea and technology with pros and cons, but the mnovation definttely will leave its impact and
footprints while facing new economic realities during the second decade of a new centwy. Rather than installing a series of
commercial packages for each computer, including never ending security patches, vsers would only have to load one application. That
application would allow workers to log on to a Web-based service which hests all the programs the user would need for their job.
Remote servers owned by the service provider would run everything from e-mail to word processing to complex data analysis
programs. It's called CLOUD computing, the fifth vtility (after electric power, gas, water and telephony) and it conld change the way
individuals and compames operate. However, as often apparent from the news media describing outages as simple glitches (usually
downplayed by the CLOUD hosting companies and their providers or assigned responsible managers who boast about their 99.99%
reliability), the crucial problem with CLOUD computing is its occasional, though dramatic lack of desired reliability and security.
Both of these key features need to be duly and tumely assessed in order to manage this new model of distributed computing, ie.
CLOUD. This chapter will examine methods and software programs that achieve these challenging geals, ie. assessment and
management hurdles from the CLOUD hosting (producer’s risk) perspective in additicn to the customer (consumer’s nsk) base, an
avenue which has been examined before by the author. The purpose is to prionitize and cost-optimize the countermeasures needed to
reach a desirable level of customer satisfaction as well as CLOUD hosting best practices. Quantitative methods of stafistical inference
on the Quality of Service (QoS) or conversely, Loss of Service (LoS), as commonly vsed customer satisfaction metrics of system
reliability and security performance is reviewed. Subsequently. as an analytical alternative to the surmlation practices, a CLOUD
Risl-O-Meter approach is studied to assess nsk and mamage it cost optimally through an mformation pathering data-base type
algorithm The primary geal of those methods is to optimize plans to improve the quality of a CLOUD operation and what
countermeasures to take. Among the sinmlation alternatives, a discrete event simulation (DES) is reviewed to estimate the risk indices
in a large CLOUD computing environment to compare with the intractable and lengthy theoretical Markov solutions. In addition,
Monte-Carlo VaR technigue 15 introduced and summarized to compare and contrast with those of the DES.

INTRODUCTION

CLOUD computing services fall into three major categories (Leavitt, 2009): a) Infrastructure as a service (IaaS), b) Seftware as a
service (SaaS) and c) Platform as a service (PaaS). These three structures are explained as follows. IaaS: Infrastructure-as-a-service
products deliver a full computer infrastructure via the Internet through virtualized servers, storage and networks provided to clients.
Saal, the most popular of all, is focused on allowing clients to vse seftware applications through web-based interfaces. The major idea
behind SaaS is to lower costs to business and individuals from not having to purchase and maintain the software themselves. Saa%
also assists with achieving standard product lines in liew of encouraging organizations to adopt point schutions. Other advantages
include increased uptime and shifting responsibility from administering and mamtaining a network infrastructure out of the hands of
organizations with other main purposes. SaaS in bref provides a complete, tumnkey application - including complex programs. This
software as a service in general is supposed to offer customers the overall benefits of CLOUD computing with enhanced information
assurance. PaaS : Platform as-a-service products offer a full or partial application development environment that users can access and
wtilize on line, even in collaboration with others. The major advantages of CLOUD computing are scalability, flexibility, resilience,
and affordability. However, as users (companies, organizations and individual persons) twm to CLOUD computing services for their
busmesses and commercial operations, there is a growing concern from the securnity and rehiability perspectives as to how those
services actually rate. Moreover, the federal government has approved commercial products to operate on a defense CLOUD, marking
the first mdustry online offermps with this level of security accessible to the military via such an environment. As more clients
migrate to the CLOUD and employ the technology, the cost of use will drop. This benefits anyone wishing to take advantage of
offerings that mclude a snite of products desizned to increase communications across the Web, soctal and contact center touch points
{Beland, 2011). The absence of universal CLOUD standards to safeguard security can be a risky task; it i3 high time to do so. CLOUD
computing diagrams are as follow:

AcademyPublish org — Risk Assessment and Management 412

90



Applied Cyber-Physical Systems

Suh, 5.C_; Tanik, U.J.; Carbone, J.N.; Eroglu, A. {Eds.)

Applied Cyber- 2014, X1, 253 p. 100 illus.
Physical Systems
! el Available Formats:
<+ eBook [i]
= Hardcover $199.00

(net) price
ISBMN 978-1-4614-T335-0 = Add to cart

Usually dispatched within 3 fo 5 business
days.
» Add to marked items

Fluke 0] |WTweet |0 Ao

: ABOUT THIS BOOK |

Applied Cyber-Physical Systems presents the latest methods and technologies in the area of cyber-
physical systems including medical and biological applications. Cyber-physical systems (CPS)
integrate computing and communication capabilities by monitoring, and controlling the physical
systems via embedded hardware and computers.

This book brings together unique contributions from renowned experis on cyber-physical systems
research and education with applications. It also addresses the major challenges in CPS, and then
provides a resolution with various diverse applications as examples.

Advanced-level students and researchers focused on computer science, engineering and
biomedicine will find this to be a useful secondary text book or reference, as will professionals
working in this field.

Content Level » Research
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RISK ASSESSMENT AND MANAGEMENT TO
ESTIMATE HOSPITAL CREDIBILITY SCORE OF
PATIENT HEALTH CARE QUALITY

Mehmet Sahinoglu', PhD and Kenneth Wool*, ML.D.

1 Introduction

The purpose of this chapter i1s to study how to assess patient-
centered health-care quality and as a follow-up, how to nutigate the
unwanted risk to a tolerable level, through automated software
utihzing game-theoretic risk computing. This chapter overall seeks
methods about how to improve patient-centered quality of care mn
the light of uncertam nationwide health care quality mandate to
dissemunate and utilize results for the “most bang for the buck”. A
patient-centered composite ‘credibility’ or ‘satisfaction’ score 1s
proposed for the mutual benefit of patients seeking quality care, and
hospitals delivering the promused healthcare, and insurance
companies facilitating a financially accountable healtheare. Patient-
centered quality of care risk assessment and management are
inseparable aspects of health care in a hospital yet both are
frequently overlooked. In Alabama State, a 2004 study by the Kaiser
Famuly Foundation found substantial dissatisfaction with the quality
of health care. In response to whether they were dissatisfied with the
quality of healthcare 44% of Latinos, 73% of Blacks, and 56% of
Whites said “Yes”. When asked whether health care has gotten
worse 1 the prior five years prior, 39% of Latinos, 56% of Blacks,
and 38% of Whites reported dissatisfaction [1].
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the average gug on the street what "Applied Cryptolog%/" is and you'll get a blank stare. But for you,

» Biology it's good news because it's the title of a core class you'll be taking if you enrell in AUM Graduate

- - Studies for a master of science in cybersystems and information security.
v Informatics Institute

Iaster of Scence in Cybersystems & This isn’t just some fancy-socunding IT degree like T:Iou could get anywhere else. This is elevated
DIErmEREn SEeuh instruction in an industry that in many ways runs the modern world. Companies depend on people like
SDPS Transdisciplinary Conference you to keep their business intact. AUM makes sure those people remain on the cutting edge.

Infermatics Institute Click here for complete details about the program's accreditation and other official

documentation.
» Justice & Public Safety Upon graduation, a student in this program will be able to do the following with confidence:
» Mathematics ) ) X ) ) o
i * Identify and respond to information security challenges in distributed and embedded
» Military Sciences/ROTC
- - systems.
» Physical Science * Evaluate and recommend technological tools and protocols to protect against risks.
> gg'#lii;?;ﬁgiﬁgﬁe & Public + Integrate the use of encryption technology in noen-secure and non-private computers and

systems.

» Psycholo
Y 9 * Dasign and conduct research in the area of cybersystems and information security.

X This master's degree will arm you with the skills te develop criginal, innovative technologies that
Online Programs & Degrees improve cybersystems security. You'll be ready to troubleshoot large-scale information networks and

distributed sgstemls. And you'll know exactly how to mitigate system vulnerabilities and restore
compromised services.

Pre-professional programs

» Faculty Scholarship and
Research Your program will include courses like:

» Undergraduate Research

* Network Security & Reliability-Quantitative Metrics
i * Secure Software Systems

gg'g;fg,ﬁ;gfrg!afog * Computer Systems Modeling & Simulation

* Financial Accounting/Integrated Business Concepts

Student internships

Sciences To Do! Activities for
Citizen Scientists

Student FAQs Click here for the list of courses and more information on the curriculum.

Supporting the SOS mission

Chances are, you've already discovered your interest and natural aptitude for this industry. AUM is

Dean's Office Contacts here to help you develop that skill to a professional level that surpasses even your own expectations.
So, if you're ready to expand your capabilities and increase your earning potential, apply to AUM
Graduate Assistantships Graduate Studies M.5. in Cybersystems and Information Security. To learn more, contact us today.
Available for New and
Current Graduate Students in Related careers/job titles: Homeland security, government and state agencies, private business,
Cybersystems and armed forces, information technology.

Information Security!

Approximate program length: Two years
Application Deadline EXTENDED: PR prog g ¥

July 31, 2013 To learn more, call 334-244-3769 or email msahinog@aum.edu

Home » Departments » Informatics Institute » Accreditation and Official Documents »

Master of Science in ) Accreditation, Foundational Documents, and Other Documentation
gyber;zystems & Information
ecurity

SDPS Transdisciplinary
Conference The Master of Science in Cybersystems and Information Security was the first of its kind in aAlabama,

Informatics Institute having been approved by the Alabama Commission on Higher Education in 2009 and the Southern
Agsociation of Colleges and Schools in 2010. In 2011, the first students were enrclled.

Freguently Asked Questions
about the CSIS Program and
Curriculum

See below for official documentation regarding the establishment, approwval, and curriculum of the
program.

ACHE Approval: 2009

Graduate Assistantships

Available for New and SACS Approval: 2010
Current Graduate Students in

Cybersystems and

Information Security! Letters of Support
SPplication Deadline EXTENDED: Motification from Mational Security Agency regarding NIEPT Certification
July 31, 2013

Click here for complete details! GSTE International Journal in Computing article detailing the process by which AUM's Cybersystems
and Information Security master's degree was developed and intreduced.

SR

Download the M.S. in Cybersystems and Information Security brochure here.
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Master of Science in Cybersystems and Information Security Courses
Cybersystems & Information

Security

SDPS Transdisciplinary The Master of Science in Cybersystems and Information Security offers courses that provide you with
Conference the skills and knowledge to prepare for your career. Learn more about the curriculum and each course
Informatics Institute below.

New: Master of Cybersystems and Information Security: Semester-by-Semester

Graduate Assistantships Curriculum Model
Available for New and

Current Graduate Students in

Cybersystems and Year 1 Fall Semester (9 credits)
Information Security! - . )
CSIS 6003: Introduction to Computer Security - 3 credits
Application Deadline: CSIS 6003: Introduction to Computer Security
May 31, 2013
Click here for complete details! CSIS 6010: Data Communications and Computer Networks- 3 credits

CSIS 6010: Data Communications and Computer Metworks

Sc'ences CSIS 6020: Distributed Systems - 3 credits
Naster o Sconce i Cybarsysams CS51S 6020 COMP 7330: Advanced Parallel and Distribution Computing with Many-Core GPGPU
and inbarration Secarity

Year 1 Spring Semester (9 credits)
CSIS 6013: Network Security and Reliability - Quantitative Metrics - 3 credits
CSIS 6013: Network Security and Reliability - Quantitative Metrics

Download the Cybersystems and
Information Security brochure
here.

CSIS 6033 Secure Software Systems - 3 credits
CSIS 6033: COMP 6700: Software Process

CSIS 6040: Applied Cryptology - 3 credits
CSIS 6040: Applied Cryptology

Year 2 Fall Semester (9 credits)
CSIS 6053 Information Security Management - 3 credits

CSIS 6053: Information Security Management

CSIS 6403: Computer Systems Modeling and Simulation - 3 credits
CSIS 6403: Computer Systems Modeling and Simulation

ACCT 6180: Financial Accounting Integrated Business Concepts - 3 credits
ACCT 6180: Financial Accounting Integrated Business Concepts

Year 2 Spring Semester (9 credits)
*Non-thesis option*

QMTD 6750: Operations Research - 3 credits
QMTD 6750: Operations Research

CSIS 6912- Supervised Practicum with Cyber-Industry Experience - 3 credits
CSIS 6912: Supervised Practicum - Cyber-Industry Experience

CSIS 6952- Security Policy Seminar: Healthcare, Finance or Government - 3 credits™**
CSIS 6952 Security Policy Seminars - Healthcare, Finance, or Government
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Click here for the official

memo regarding the
certification from the National

Security Agency.

Degree Program

The Informatics Institute offers
the M.S. in Cybersystems and
Information Security. Click the
link to learn more about the
program.

For information on graduate
admissions, click here,

Sciences

Cybersystems & Information
Security Degree Brochure

Auburn University at
Montgomery is Alabama's first
program to offer a master's in
cybersystems and information
security to train future leaders
in the field of information and
network security. more

Internet Security Radio
Clips

Aprif 16, 2013

AUM recently applied to the National Information Assurance
Education and Training Program (MIETP) of the National Securit
Agency for certification that the Cybersystems and Information
Security degree meets the organization's stringent standards.

The application was a success. Information Assurance
Courseware Evaluation (IACE) Program evaluators certified AUM
course-ware as meeting all of the elements of the Committee o
Mational Security Systems (CNSS) MNational Training Standard fi
information systems security professionals.

In June 2013, AUM will receive recognition and an official
certificate. The IACE Program provides consistency in training
and education for the information assurance skills that are critic
to our nation's security.

AUM's CSIS graduate program reached this milestone after only
two full academic years. In 2010, the program was first
accredited and, in 2011, its first students enrolled.

WSFA 12 Talk Appearance

Dr. Sahinoglu talks abou!
CSIS at the Fisenhower
Lecture Series

WSFA talks with Program
Director Dr. Sahinoglu and
instructor Joel Junker about
the Master of Science in
Cybersystems and Information
Security

Informatics Gets Donation

Informatics class at a panel
discussion at the Eisenhowe

National Security Lecture
Series at AUM

Integrated Computer
Solutions, a Montgomery-
based information security and
technology consulting firm,
recently donated
approximately $70,000 in
cutting-edge computer
equipment to the Informatics
Institute to help further the
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TEXAS A&M UNIVERSITY

COLLEGE STATIORN, TEXAS
ZIP CODE 77843

Office of
DeEan or THE GRADUATE COLLEGE
(713) 845-3631

December 13, 1981

Dr. Mehmet Sahinoglua
ADpZ—A Second Street
College Station, TX TT7840

Dear Dr. Sahinoglua:

I+ is a pleasure to be one of the first to address wyou
as "Doctor”™ in recogniticon of the degree conferred upon you
on December 11, 1981, by Texas A&M University. Certainly no
cone knows better than yvou and your immediate family the
personal sacrifices, the long hours of study, and the devotion
to scholarly research that the earning of a doctorate reguires .
I congratulate you upon your achievement, for the doctorate
s+ill represents the highest earned degree conferred by the
colleges and universities of our nation.

T am sure that in the years ahead you will be
cessfuul and productive person,
graduates will bring credit not only Lo vourself, but to
Texas A&M University. Tf this office can be of any help to
vou in the future, please let me kKnow. T wish for wou the
best of luck, and a happy and prosperous future .

@ suc—
and like so many of our fine

/S}ncerely TOUurs,

T G

E Ceorge W. Kunze
Dean

CWE "ep

98



	CURRICULUM VITAE – 2013
	Mehmet Sahinoglu, PhD (1981)
	SDPS Fellow (‘02) www.sdpsnet.org, IEEE Senior Member (’93) www.ieee.org, ISI Elected Member (’95) www.isi-web.org
	Auburn University, Montgomery, AL 36124-4023, USA
	Contact Information
	Research and teaching Interests
	EDUCATIONAL HISTORY
	PROFESSIONAL HISTORY
	REFEREED JOURNAL PUBLICATIONS, BOOKS AND BOOK CHAPTERS
	CONFERENCES and COLLOQUIA ORGANIZED
	INVITED ACADEMIC MEETINGS and NPR RADIO INTERVIEWS
	Industrial Projects & Grants


	List of Courses Instructed (1976-2013)
	Compact Resume
	(from www.aum.edu/csis)



